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Abstract—The use of denoising diffusion models is becoming
increasingly popular in the field of image editing. However,
current approaches often rely on either image-guided methods,
which provide a visual reference but lack control over semantic
consistency, or text-guided methods, which ensure alignment
with the text guidance but compromise visual quality. To resolve
this issue, we propose a framework that integrates a fusion of
generated visual references and text guidance into the semantic
latent space of a frozen pre-trained diffusion model. Using only
a tiny neural network, our framework provides control over
diverse content and attributes, driven intuitively by the simple
prompt. Compared to state-of-the-art methods, the framework
generates images of higher quality while providing realistic editing
effects across various benchmark datasets. The code is available at
https://github.com/SadAngelF/Editing-via-Step-Wise-Alignment.

Index Terms—Diffusion Model, Multi-modal, Image Editing,
Generative Models, Zero Shot.

I. INTRODUCTION

Manipulating real-world images with natural language has
long been a challenge in image processing. Recently, denoising
diffusion models (DDMs) have shown substantial success in
text-to-image tasks, exemplified by models like Imagen [1],
Dall-E [2], and Stable Diffusion [3]. These text-to-image
models produce diverse, highly coherent, and realistic images
that align well with text prompts. However, manipulating
attributes on real images is still a significant challenging.

With the advancement of Natural Language Processing (NLP)
techniques, e.g., GPT [4], [5], [6], considerable effort has
been invested in text-guided image editing [7], [8]. Many
previous works [9], [10], [11], [12] have developed image-
editing techniques guided by textual prompts. However, they
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tend to neglect the importance of visual references. Despite
maintaining semantic fidelity, text-guided methods struggle
to learn fine-grained visual patterns from textual features in
the absence of a visual prior. Textual semantics alone provide
insufficient visual reference, leading to imprecise semantic
manipulation. Text-guided editing is especially prone to failure
when the target semantic is outside the domain.

On the other hand, image-guided editing can easily perform
style transfer [13], [14], [15], [16], inpainting [17], and item
replacement [18], [19]. With visual reference, generators insert
ready-made visual patterns into images directly. Specifically,
Taming Encoder [18] embeds specified elements into the target
image by encoding a reference image. VISII [15] blends both
textual and visual prompts to learn a style transfer from paired
examples, representing the “before” and “after” images of an
edit. However, image-guided approaches lack intuitive control
over semantic consistency, making it ambiguous to specify
which attribute should be referenced from the image.

In this paper, we propose Step-Wise Alignment (SWA)
that integrates both visual references and text guidance into
the semantic latent space of a frozen pre-trained diffusion
model. Our method leverages text guidance to provide intuitive
control over semantic consistency, while refining the alignment
between the text features and the semantic latent space of the
diffusion model by incorporating a visual reference. Our main
contributions are as follows:

1) We introduce a framework that integrates a fusion of
visual and textual prompts for attribute editing on real
images.

2) We propose Step-Wise Alignment to align the text-image
fusion features and the semantic latent space of the frozen

diffusion model. Benefiting from zero-shot optimization,
SWA avoids collecting the data of specific attributes.

3) SWA is evaluated on various benchmark datasets, includ-
ing CelebA-HQ, LSUN-church, and LSUN-bedroom, and
it outperforms state-of-the-art methods in terms of image
quality and attribute manipulation.

II. METHODOLOGY

A. Problem Definition

Given an image iedit 2 Rm⇥n and an attribute tattr, our
primary objective is to modify iedit according to the attribute
tattr, resulting in an edited image, denoted as iout.
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Fig. 1: The framework of SWA. The reference image is
encoded into features �h. Then, �h are integrated into the
latent features h of the editing image. The textual prompt
contributes semantic information for the manipulation process.

Directly adding noise to iedit and performing denoising within
a frozen diffusion model is not a feasible approach for attribute
editing. The reason is that such a frozen model may lack
semantic relevance and may fail to retain the desired attributes.
In addition, the added noise can distort the image and introduce
undesirable artifacts. Therefore, we propose a framework to
refine the alignment between text features and the semantic
latent space of the diffusion model by incorporating a visual
reference.

Therefore, we aim to optimize the reverse process of a frozen

diffusion model for meaningful attribute editing. A typical
reverse process in diffusion model is

xt�1 =
p
↵t�1/↵t

�
xt �

p
1� ↵t✏✓(xt, t)

�

+
q

1� ↵t�1 � �2
t · ✏✓(xt, t) + �t✏t, (1)

where ✏t ⇠ N (0, I) is standard Gaussian noise, ↵t

is the parameter based on the forward process, �t =
⌘
p

(1� ↵t�1)/(1� ↵t)
p
1� ↵t/↵t�1, and ✏✓(xt, t) is a neu-

ral network to predict the noise in xt. In the following, we
introduce our framework to optimize the process above.

B. Framework

As illustrated in Figure 1, our framework consists of four
key components: Text Encoder, Visual Generator, Attribute
Encoder, and Editing Generator. To obtain the visual attributes
corresponding to the designated attribute, we utilize a text-
image model as the Visual Generator. Furthermore, when the
attribute involves adding embellishments, such as the glasses, a
reference image can be manually provided to ensure consistency
of embellishments during editing. Both the textual prompt and
the visual prompt, which are encoded by the Text Encoder and
the Attribute Encoder respectively, are employed for editing in
the Editing Generator.

Text Encoder: The text prompt t from the attribute tattr is
encoded into a vector for the purpose of calculating loss with
the target image. In this paper, CLIP [20] is used as the Text
Encoder.

In Text Encoder, let ET be a text encoder with vocabulary V .
The attribute tattr is a sequence of phrases tattr = (s1, . . . , sk)
with si 2 V ; for example, k = 1 if the attribute tattr is
“glasses.” Similar to the prompt in NLP [21], we define
a pattern as a function P that takes tattr as input and
outputs two phrases or sentences tsource, ttarget = P (tattr) 2 V
as the text prompt t = (tsource, ttarget). For example, the
pattern P (tattr) = (“a person”, “a person with tattr”) will be
used for the attribute tattr of the person. Given an input
attribute tattr = “glasses” , then the text prompt will be
P (tattr) = (“a person”, “a person with glasses”) . After that,
tsource = “a person” and ttarget = “a person with glasses” .
Both of them compose the text prompt t. Using the Text
Encoder, the text prompt will be encoded as ET (tsource) 2 Rd

and ET (ttarget) 2 Rd.
Visual Generator: To obtain visual features of the des-

ignated attribute, a text-image model is used as the Visual
Generator. Large generative models are known for strong
robustness and generalization in conditional generation [1], [3].
Despite their limitations in accurately detecting or modifying
attributes, they can effectively generate the corresponding
visual features. In this paper, we use UniDiffuser [9] as
the Visual Generator, which generates images by one model,
benefiting from the marginal, conditional, and joint distributions
determined by multi-modal data. The reference image iref
is sampled from the conditional distribution p(x0|ttarget) and
denoised by the noise predictor ✏✓ [9].

Attribute Encoder: The Attribute Encoder EA is a down-
sampling network that incorporates attention blocks and resid-
ual blocks. This type of down-sampling network is commonly
used in both detection [22] and generation [23] tasks. It
encodes the original image into a latent space through down-
sampling. The latent embedding of visual features is denoted
as EA(iref) 2 RD, which is obtained by taking the reference
image as input.

Editing Generator: The Editing Generator generates the
target image by inserting the fusion features �h into the
latent space of a frozen diffusion model. Previous studies
have demonstrated the remarkable performance of diffusion
models [23], [13] in this context. In this paper, we use
DDIM [24] to train a frozen diffusion model as Editing
Generator.

C. Step-Wise Alignment

In this section, we propose Step-Wise Alignment (SWA)
to align the fusion prompt from the Attribute Encoder and
Text Encoder. SWA optimizes the Attribute Encoder to align
the latent embedding of the editing image with the reference
image, guided by the embedding of the textual prompt.

A straightforward approach to perform latent manipulation
during the generation of x0 from xT is to update the Attribute
Encoder to minimize the following loss:

Ldir(iout, ttarget; iedit, tsource) := 1� �I ·�T

k�Ikk�Tk , (2)
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Algorithm 1 Image Editing via SWA

Input: An editing image iedit; A text prompt tattr; Editing
Generator; ✏✓;Visual Generator GV ; Attribute
Encoder EA; CLIP encoder ⇠clip; Diffusion model
timestep T ; Timestep tswa

Output: A target image iout
1: Initialize tsource and ttarget based on tattr.
2: Generate the reference image iref = GV (ttarget).
3: Encode �h = EA(iref) .
4: Get the noise image x0 from iedit based on ✏✓.
5: for i = 1, 2, . . . , N do
6: for t = T, T � 1 . . . , 0 do
7: if t > tswa then
8: xt�1 =

p
↵t�1Pt(e✏✓(xt, t)) +Dt(✏✓(xt, t)) + �t✏t.

9: else
10: xt�1 =

p
↵t�1Pt(✏✓(xt, t)) +Dt(✏✓(xt, t)) + �t✏t.

11: iout  � x0 .
12: Update the parameters of Attribute Encoder EA

as Equation (5).
13: return iout

where �I = EA(iout) � EA(iedit) and �T = ET (ttarget) �
ET (tsource), for the generated image iout, the editing image iedit,
the target prompt ttarget, and the source prompt tsource.

However, this approach might cause image distortion or
erroneous manipulations, as observed in prior works [13], [25].
An alternative approach entails adjusting the noise ✏✓t predicted
by the network during each sampling iteration. In brief, we
can reformulate the diffusion process of DDIM as follows:

xt�1 =
p
↵t�1Pt(✏✓(xt, t)) +Dt(✏✓(xt, t)) + �t✏t, (3)

where Pt(✏✓(xt, t)) = 1p
↵t

�
xt �

p
1� ↵t✏✓(xt, t)

�
as the

predicted x0, and Dt(✏✓(xt, t)) =
p

1� ↵t�1 � �2
t · ✏✓(xt, t)

as the direction to xt. Nonetheless, making direct modifications
to the noise ✏✓ in both Pt and Dt leads to mutual nullification,
yielding an unchanged p✓(x0:T ). This phenomenon mirrors a
form of destructive interference, as elucidated in Asyrp [26,
Theorem 1], which will inadvertently nullify the effects of
optimizing ✏✓.

Hence, in order to circumvent the interference delineated
in Equation (3), we adopt an asymmetrical form in SWA:

xt�1 =
p
↵t�1Pt(e✏✓(xt, t)) +Dt(✏✓(xt, t)) + �t✏t. (4)

Here, e✏✓(xt, t) represents an adjustment to ✏✓(xt, t) grounded
on the visual features �h. This is achieved by introducing �h
into the original feature maps ht derived from xt.

The optimization of ✏✓ to e✏✓ is achieved by using the text
prompt t to guide the generation process. Due to the absence of
ground truth for editing images in editing tasks, fully supervised
training methods are not applicable. Given that CLIP has the
capability for vision-language alignment and can effectively
evaluate the editing results without ground-truth images, we
use CLIP loss to fine-tune the Attribute Encoder.

Reference Image

Ours Ours NTI

Ed
iti

ng
 Im

ag
e

Fig. 2: Consistent editing: Once a reference image is provided,
our method enables consistent and controllable editing to
the reference image. In contrast, NTI fails to generate the
corresponding style for the glasses.

Origin

Man

Smile

Old

Young

Ours Asyrp ILVR Ours Asyrp ILVR  NTINTI

Fig. 3: Editing results for in-domain attributes

Following the approach presented in [27], we employ the
directional CLIP loss in Equation (2) as our loss function:

L = �clipLdir( ePt, ttarget;Pt, tsource) + �recon|xt
out � xt

edit|. (5)

The modified ePt and the original Pt correspond to the
formulations presented in Equation (4) and Equation (3),
respectively. The last term in Equation (5) is the reconstruction
loss, calculated as an `1 loss between the generated image and
the original image. It effectively preserves the original features,
preventing drastic alterations. To balance the aforementioned
losses, we introduce the hyperparameters �clip and �recon.

D. Image Editing via SWA

Given an image iedit 2 Rm⇥n and an attribute tattr, the visual
features from the reference image are integrated into the latent
space of iedit as detailed in Equation (4), and the textual prompt
is used to optimize the Attribute Encoder as Equation (5).
Meanwhile, the diffusion model (Editing Generator) remains
frozen. The whole process is shown in Algorithm 1.

III. EXPERIMENTS

Evaluation. Various metrics have been introduced in prior
research to evaluate the effectiveness of image generation and
editing. In this study, we employ the Inception Score (ISC) [28]
and the Fréchet Inception Distance (FID) [29] as indicators
of the image generation quality. Furthermore, we leverage the
CLIP Score [20] to assess the alignment between edited images
and their intended semantic targets.
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Fig. 4: Editing results for out-of-domain attributes.

TABLE I: In-domain Attributes Modification

ILVR [13] Asyrp [26] NTI [25] Ours

Man
ISC ↑ 2.623 1.808 2.219 3.292
FID ↓ 150.2 77.65 52.23 45.31

CLIP ↑ 22.24 19.15 23.02 22.38

Old
ISC ↑ 2.361 1.833 2.075 2.778
FID ↓ 145.1 77.82 50.65 55.96

CLIP ↑ 23.26 22.73 22.46 22.79

Smiling
ISC ↑ 2.557 1.760 2.014 2.573
FID ↓ 223.7 73.93 44.25 85.36

CLIP ↑ 25.59 26.31 25.98 27.01

Young
ISC ↑ 2.582 1.705 2.089 2.624
FID ↓ 147.9 80.03 40.52 55.28

CLIP ↑ 22.70 26.11 24.42 25.07

A. Editing Consistency

Our framework ensures high consistency between the at-
tributes of editing images and their reference images. Although
previous works, such as NTI [25], achieve realistic edits for real
images, controlling the style of attributes remains challenging.
As shown in Figure 2, SWA generates consistent styles of
glasses across different images when given a specific reference
image, whereas Null-Text Inversion cannot provide this level
of control.

B. Editing Generalization

Both in-domain and out-of-domain attributes can be edited
using our method. In-domain attributes refer to features that
the frozen diffusion model has encountered during training.
For instance, in the CelebA-HQ dataset, many images depict
individuals with smiling expressions, and the attribute “smiling”
is explicitly labelled in the dataset. On the other hand, out-of-
domain attributes, such as “Add glasses”, are not represented
in the training data. As shown in Figure 3 and Table I,
SWA demonstrates strong performance for in-domain attributes.
Similarly, Figure 4 and Table II showcase SWA’s ability to
achieve high quality editing results for out-of-domain attributes
as well. Figure 5 illustrates the visual results attained through
SWA across various datasets.

C. Ablation Experiments

We depict the attribute editing process for the attribute
“glasses” facilitated by SWA. Figure 6 effectively demonstrates
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Fig. 5: Editing results of SWA on various datasets.

t = T t = 0Insert ∆ℎ Without ∆ℎ

 

Fig. 6: Ablation experiments of reference image: The
top half depicts the process without a reference image, while
the bottom includes a reference image. Pixels are more
concentrated on the attribute’s features.

that pixels are more concentrated on attribute features when
a reference image is used (with SWA), highlighting the
effectiveness of incorporating a reference image in generating
visual features for the target attribute.

TABLE II: Out-of-domain Attributes Modification

ILVR [13] Asyrp [26] NTI [25] Ours

Makeup
ISC ↑ 1.940 1.755 1.976 2.467
FID ↓ 144.4 77.49 69.64 88.0

CLIP ↑ 24.10 23.86 26.46 25.12

Glasses
ISC ↑ 3.060 1.390 1.980 2.418
FID ↓ 165.6 147.5 47.55 124.6

CLIP ↑ 24.52 29.55 26.17 30.07

IV. CONCLUSION

This paper introduces SWA, a novel approach for manipu-
lating real-world images by fusing textual and visual prompts.
SWA integrates a blend of generated visual reference and
textual guidance into the semantic latent space of a frozen

diffusion model. By bridging the gap between visual patterns
and textual semantics, SWA effectively alters both in-domain
and out-of-domain attributes. In future work, our research will
focus on improving the precision of attribute extraction from
reference images. Specifically, we aim to refine methods for
distinguishing attributes with similar visual features, thereby
further improving the manipulation process.
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