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Abstract

Machine learning algorithms often struggle to eliminate in-
herent data biases, particularly those arising from unreli-
able labels, which poses a significant challenge in ensur-
ing fairness. Existing fairness techniques that address label
bias typically involve modifying models and intervening in
the training process, but these lack flexibility for large-scale
datasets. To address this limitation, we introduce a data se-
lection method designed to efficiently and flexibly mitigate
label bias, tailored to more practical needs. Our approach uti-
lizes a zero-shot predictor as a proxy model that simulates
training on a clean holdout set. This strategy, supported by
peer predictions, ensures the fairness of the proxy model and
eliminates the need for an additional holdout set, which is a
common requirement in previous methods. Without altering
the classifier’s architecture, our modality-agnostic method ef-
fectively selects appropriate training data and has proven effi-
cient and effective in handling label bias and improving fair-
ness across diverse datasets in experimental evaluations.

Introduction

Fairness is a critical and essential problem in real-world ap-
plications. In recent years, it has attracted great attention,
especially in high-stake domains such as finance (Khan-
dani, Kim, and Lo 2010; Yeh and Lien 2009; Mukerjee
et al. 2002), law (Brennan, Dieterich, and Ehret 2009; Lin
et al. 2020), recruiting (Faliagka et al. 2012; Bertrand and
Mullainathan 2004), school admissions (Moore 1998) and
medicine (Kim et al. 2015). Although many fairness-aware
learning methods have been proposed recently, they often
assume that the data collected for training is representative
of the true data distribution. However, these methods are still
validated on so-called “clean data,” which neglects the im-
pact of label bias.

Recent studies (Wang, Liu, and Levy 2021; Dai 2020;
Zhang et al. 2023; Konstantinov and Lampert 2022) have
increasingly focused on the adverse impacts of label bias
and have proposed methodologies to improve fairness in this
setting. These efforts involve adjusting models and inter-
vening in the training process by considering the amount of
bias present in labels during fair learning. The objective of
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these methods is to develop a fair labeling function that re-
flects the true underlying distribution, thereby improving the
robustness of the fairness techniques. However, when han-
dling large-scale datasets, these methods often lack flexibil-
ity due to the necessity of training with the complete dataset,
which can slow down model convergence and substantially
increase training costs.

To meet the needs of complex machine learning systems
in practical applications, employing data selection methods
to filter out a subset of useful data for training proves to be an
effective solution. Apart from efficiency improvement, data
selection techniques have been very effective in mitigating
the impact of noisy data. These methods typically prioritize
training with either difficult (Loshchilov and Hutter 2015;
Katharopoulos and Fleuret 2018; Jiang et al. 2019) or easy
samples (Bengio et al. 2009) based on the training loss. Nev-
ertheless, such a singular filtering strategy limits the ability
to handle the diversity of real-world situations since the dif-
ficulty of samples often arises from incorrect annotations,
inherent ambiguity, or atypical patterns (Mindermann et al.
2022; Deng, Cui, and Zhu 2023). To overcome this limita-
tion, Mindermann et al. (2022) introduces a new data se-
lection criterion, the reducible holdout loss selection (RHO-
LOSS), based on the impact on generalization loss, which
further prevents the selection of redundant or noisy samples.

Inspired by this new selection criterion, this paper aims
to extend this method to the field of fairness. We revisit
the derivation of RHO-LOSS, aligning the predicted poste-
rior distribution of selected samples with the fair data dis-
tribution. Instead of relying on a holdout set and training an
auxiliary validation model, we establish a more accurate ap-
proximation by incorporating zero-shot predictors from pre-
trained models. This approach eliminates the need for an ad-
ditional holdout set. To further prevent discrimination leak-
age in pre-trained models, we implement the peer prediction
mechanism during training. This ensures fairness when us-
ing the zero-shot predictor to evaluate generalization loss.

We conduct comprehensive empirical evaluations on sev-
eral benchmark datasets. The experiments on the image clas-
sification tasks demonstrate the effectiveness of our pro-
posed data selection principle, which can adaptively select
fair instances that are less impacted by label bias. Although
not explicitly emphasized in this paper, we also offer a solu-
tion to reduce the impact of selection bias by resampling the



selected data. It is worth noting that the proposed method
is modality-agnostic, as it only provides a principle of data
selection and can be compatible with any log-likelihood
or cross-entropy-based classifiers. Meanwhile, it achieves
faster convergence as we only select “good” data points for
model training. Our method is robust and achieves superior
performance with respect to accuracy and fairness metrics
under different bias settings. Our contributions are three-
fold:

* We propose a data selection principle that enables the
learning of a fair labeling function by selecting fair and
balanced instances in the training set to fix both label and
selection bias. Notably, unlike most noisy label learning
methods, our method does not require noise rate estima-
tion.

e Our method is general, modality-agnostic, and compat-
ible with any classifier or neural network based on log-
likelihood or cross-entropy-based.

* Our method converges faster and achieves better test ac-
curacy than alternative baselines.

Preliminaries

In this section, we briefly introduce the related background
knowledge of online batch selection and present the concept
of the data selection principle based on the data impact on
the generalization loss, as proposed in Mindermann et al.
(2022).

Consider a dataset D = {(x;,y;, s;)}_,, where x rep-
resents the non-sensitive features, y € {0,1} is the binary
label, and s € {0, 1} denotes the sensitive variables. Given
a model parameterized by 6, fy : X — RX (K is the num-
ber of class), in online batch learning, a batch B, of size Np
is drawn from the training dataset D at each training step
t. The objective of online batch selection is to pick samples
from B; based on specific ranking criteria and use them to
construct a smaller batch b; with size NV}, for model updates.
The ranking function represents the criteria of which data
should be selected, and previous methods usually pick the
“hard” data points based on the ranking of training loss from
highest to lowest. Then, the common gradient descent is per-
formed to minimize the loss using b;, which is denoted as
vaz"l L(y;, f(x;)). By iteratively doing this, we can select
data points that minimize the loss of training set. However,
this kind of selection method will tend to pick redundant
data points or outliers since it focuses on the highest train-
ing loss and lack the flexibility due to the simplistic selection
criteria.

In contrast, Mindermann et al. (2022) established selec-
tion criteria based on the data impact on the model’s gener-
alization loss, thus effectively addressing the limitations of
previous methods. To revisit this approach, we follow the
framework of online batch selection. Let D; represent the
observed data prior to training step ¢t + 1. Given a sam-
ple (z,y) drawn from batch B;,;, we assume, for sim-
plicity, that only one data point is selected at a time. If
this data point is chosen, the updated predictive distribu-
tion in a Bayesian view will be p(y’ | «/,D: U (x,y)).

This distribution should ideally align with the true data-
generating distribution p(2’,y’), and to achieve this goal,
one nature way is to minimize the KL divergence between
the predictive distribution and the data-generating distribu-
tion, By K L[p(y" | 2)|Ip(y" | ', D¢ U (x,y)], which can
be equivalently expressed as:

pr(gC,’y,)[logp(y’ | #',Ds U (x,y)] + const., (1)

where the const. denotes the negative entropy of the data
generating distribution, and is agnostic to the optimization.
In order to evaluate the impact of the selected data point
on the generalization loss, we utilize the holdout samples
D* = {(z},y])}™, from the data-generating distribution
p(z’,y'). By leveraging the Monte Carlo to approximate ex-
pectations with empirical averages, the aim now becomes:

m

arg max — Z[logp(yf | 27, DU (z,y))], (2

(z,9)€Br1 T 17

and this optimization is equivalent to select a data point
(z,y) € Biy1 that mostly maximizes logp(D* | Dy U
(z,y)), which corresponds to the generalization loss. By ap-
plying Bayes’ rule, we obtain:

p(y | 2, D", Dy)
p(y | z,Dy)

The term p(D* | Dy, z) becomes p(D* | D;) is due to a
single data point z does not influence the model’s update
performance. Approximating p(y | x, D*,D;) with p(y |
x, D*) and dropping the term p(D* | D;) (independent of
(z,y)), the final approximated tractable selection function
of RHO-LOSS is given by:

p(D* | Dr U (z,y)) = p(D* | D). )

argmax logp(y |z, D*) —logp(y | =, Dy)
(z,9)€Bt4+1

=argmax L[y |z, Dy — L]y | z,D"].
(z,9)€Bt+1

“4)

The first term, L[y | x, D;], represents the training loss us-
ing model trained on the training set D;, while Ly | , D*]
is the irreducible holdout loss using model trained on the
holdout set D*. Thus, the aim of selecting a data point
(z,y) € B4 that mostly maximize the log-likelihood on
the holdout set (Eq. (2)) can be approximated by Eq. (4).

Method

Building on the concept of RHO-LOSS, we now turn our
attention to how it connects with fairness and how label bias
impacts data selection.

Refining Selection Principle for Fairness

We begin by revisiting the derivation of RHO-LOSS and
incorporating fairness principles (demographic parity') to
refine its formulation. Consider a holdout dataset D* =

{zF,yf, sF ™, where all samples are generated from a fair

K3

distribution p(x,y,s) = p(y | «)p(z)p(s), meaning la-
bels are not influenced by sensitive attributes. While fairness

"We use demographic parity as an illustration here, other fair-
ness metrics are introduced in the experiment.



has various interpretations (Barocas, Hardt, and Narayanan
2018), we follow a common assumption in fairness litera-
ture and it is worth noting that, such a fair distribution is
an idealized condition and is not observed in practice. Our
objective now is to select a sample (z,y) from batch By,
belonging to the demographic group defined by s, ensuring
that the updated predictive distribution closely aligns with
the fair data distribution. Similar to the derivation in RHO-
LOSS, by expanding the KL expression and applying Monte
Carlo estimation using additional holdout samples, the opti-
mization problem becomes:

argmax 3" p(s) [logp(D* | Dy U (w,9),5)]. (5)

(z,y)€Biy1 4

We estimate p(s) using %, where Cj represents the num-
ber of samples belonging to demographic group s under fair
distribution. For demographic group s, using Bayes’ rule,
the updated predictive distribution is as follows:

. p(y | ,D*, Dy, s)
D* | DU (z,y),s) =
p( | ‘ ( y) ) p(y | I,Dt,S)

p(D* [ Dy).

(6)
By plugging Eq. (6) into Eq. (5) and omitting the term that
is irrelevant to the selected sample, we reformulate the ob-
jective as:

Cs
arg max Z —[logp(y | =, D*, Dy, s)
(wy)€B11 5 T @)

—logp(y | =, Dy, 5)].

The second term in Eq. (7) is straightforward to compute,
but the first term is challenging to estimate because it in-
volves both the training and holdout data. To address this,
RHO-LOSS approximates the term with log p(y | =, D*),
while Deng, Cui, and Zhu (2023) approximates it by finding
a lower bound. We adopt the lower bound approximation,
which is expressed as follows:

logp(y | 2, D*, Dy, 5) > Epgp-y logp(y | ,6,5), (8)

where 6 is the model parameter. For completeness, we
include the full derivation in the Appendix. Substituting
Eq. (8) into Eq. (7), the resulting objective is as follows:

Cs
arg max — |aE,gpy logp(y | ,0,s)
o 2o (0B ©)

—lng(y | $7Dt78)] )

where o € [0, 1] is a scaling factor that determines the trade-
off between the original inequality and the lower bound.
Although we obtain this lower bound to approximate the
first term in Eq. (7), it cannot be directly calculated. To fur-
ther make it tractable, we build on the framework outlined
by Deng, Cui, and Zhu (2023) to approximate this lower
bound using zero-shot predictors as a proxy for the valida-
tion model in Mindermann et al. (2022), thereby eliminating
the need to gather additional holdout data. Zero-shot pre-
dictors have demonstrated promising transfer performance
across a wide range of downstream tasks due to training on

extensive datasets. Consequently, we use the following ap-
proximation:

Epo/p+) logp(y | 2,0, ) ~logp(y | f(x),s),  (10)

where f represents a zero-shot predictor derived from a
pre-trained model used as a validation model. The approx-
imation is considered reasonable because the expectation
is taken over the posterior of #, and it is assumed that the
dataset used to train the zero-shot predictor is sufficiently
large, resulting in a very narrow posterior distribution. Con-
sequently, we can directly extract the posterior mean, rep-
resented by f, and substitute it into log p(y | x,6;s) as an
effective approximation of E,4p-)log p(y | =, 0;s). Then,
substitute Eq. (10) into Eq. (9), the selection function with
fairness considerations can be reformulated as:

C, 7
arg max E — |L[y | ©, Dy, s] — oLy, f(x),s]] .
(z,y)€Bt+1 " 4 m[ }
(11

The final objective is structured similarly to RHO-LOSS: the
first term denotes the training loss, while the second term
approximates the holdout loss via a zero-shot predictor.

Fair Data Selection with Peer Prediction
Mechanism

In this section, we present our revised selection approach
to enhance fairness. Previous methods rely on a clean hold-
out set for training validation models, which is not always
feasible in practice. Instead, we use zero-shot predictors
as a proxy model, eliminating the need for a holdout set
(see Eq. (11)). Despite the pre-trained model’s robust ability
to effectively extract and utilize fundamental patterns from
large datasets, it may still inherit and propagate label bias,
failing to adequately reflect the data-generating distribution
of the current task, especially in terms of fairness. This mis-
alignment can lead to persistent discrimination in the proxy
model’s approximations, mainly because most pre-trained
models neglect to emphasize fairness during training, result-
ing in inherent biases. Even models developed with fairness
considerations can introduce biases in downstream tasks due
to distribution shifts (Jiang et al. 2023; Schrouff et al. 2022;
Chowdhury and Chaturvedi 2023). To address these issues
and tackle inherent label bias, we incorporate a peer predic-
tion mechanism into our zero-shot predictor.

Peer Prediction Mechanism The correlated agreement
type (Dasgupta and Ghosh 2013; Shnayder et al. 2016) of
peer prediction mechanism involves two agents: one that
provides noisy labels and another that mimics the Bayes op-
timal classifier. Liu and Guo (2020) crafted a scoring func-
tion that encourages truthful reporting by ensuring that the
optimal classifier maximizes its score with accurate predic-
tions. By minimizing the negative scoring function as a loss
(referred to as peer loss), the resulting classifier closely ap-
proximates the Bayes optimal classifier, effectively address-
ing challenges posed by noisy labels. The loss function is
formulated as: Ly; | «;] — vL[yi, | zi,], where x;, and y;,
are independently sampled from the training set, excluding
the (z;,y;) pair, and -y € [0, 1] is a parameter that makes the
loss robust to imbalanced labels.



Final Fair Data Selection Objective Drawing on the
principles of the peer prediction mechanism, we implement
a similar strategy to eliminate label bias and hence ensure
fairness. We define D and D, as the subsets containing
sensitive information for S = s and S = &, respectively.
In a fair setting, predictions should be independent of s. To
achieve this, we modify the original peer loss by sampling
xi, from Dy and y;, from Dy, and the corresponding ran-
dom variables are the pair of (X;,, Y;,). The intuition behind
this design is that we assume the bias exists, and we con-
struct such cross-group pairings to create a “biased” version.
This setup allows us to estimate the bias rate conditioned
on different demographic groups using the peer loss func-
tion. Since this loss function involves pairing two randomly
selected instances, it inherently contains some randomness.
To stabilize the results, we calculate the expectation across
these randomly selected instances, and the equivalent expec-
tation version is (details in the Appendix):

Llyi, f(xi), ] — YEyp,, [L[Y, Fx:), 8. (12)

Combining Eq. (12) into Eq. (11) and simplifying Eq. (11),
with the weights % summing to 1, we obtain the final se-
lection function:

arg max L[y | @, Dy, s] + (1 — @) Lly, f(2), 5]
(#,y)€Bt41 (13)

—1Ey|p,, [L[Y, f($)7 s]].

Resampling to Deal with Selection Bias In addition to
addressing label bias, our implementation also tackles se-
lection bias, which contributes to label imbalance. Assum-
ing selection bias impacts the statistical independence be-
tween demographic groups S and target labels Z (Kami-
ran and Calders 2012), we resample based on the discrep-
ancies between the actual counts of individuals in demo-
graphic group s = ¢ with clean label z = j (Cs ) and
their expected counts (E[C; .]). We estimate E[C; .] us-
ing p(s)p(z)N, where p(s) and p(z) are the empirically
measured probabilities. To correct imbalances, we upsam-
ple subgroups where C; . < E[Cj_ .| and downsample those
where Cs , > E[C, ,]. Although the clean label Z is unob-
served, we assume that the labels of selected instances are
fair and treat them accordingly. This resampling strategy is
applied to each selected batch to ensure data balance.

Implementation The training process is outlined in Al-
gorithm 1. We employ a zero-shot predictor with a derived
expectation version of the adapted peer loss as a surrogate
model to simulate the estimated loss on the holdout set. For
each instance in batch B, ;, we evaluate Eq. (13) and se-
lect the top-NN,, instances to form a smaller batch b;y,. To
address selection bias, we further pick samples based on the
severity of selection bias to ensure balance among different
demographic groups. We then update the parameters 6 of the
target model using this selected data.

Why the fair selection principle pick instances less influ-
enced by label bias? Our data selection method integrates
a zero-shot predictor with a peer prediction mechanism to
address label bias, using the derived loss as a validation

Algorithm 1: Fair data selection to address label bias issue

1: Input: training set D, Ny, Ng, T, «, -y, zero-shot pre-
dictor f and a target model fy.
Initialize 6.
fort in 0,---,7 do
Randomly select Ny instances to construct By 1;
For each sample (x;,¥;,s;) in B:y1, estimate and
compute the objective in Eq. (13);
Select top- N, samples to construct by 1;
Drop instances from b,4; if Cs , > E[C} ], other-
wise, bootstrap;
8: Perform gradient descent and update 6 with re-
sampled data.
9: end for

2

measure against a fair distribution. By evaluating each data
point’s impact on this validation loss, we avoid instances
likely discriminated by sensitive information and exclude ir-
relevant outliers. This approach also conceptually relates to
the Query By Committee (QBC) algorithm (Seung, Opper,
and Sompolinsky 1992; Freund et al. 1997), which selects
examples based on classifier disagreement (here, between
the current model and f). Following Cheng et al. (2021);
Zhang et al. (2021) (detailed in the Appendix), we demon-
strate that our method effectively promotes fairness and mit-
igates label bias through a breakdown of Eq. (12):

E; [L[Y, F(X),S] = vEyp, LIY, f(x), 5]
= EpA,L[Y, f(X), 5]

fair model

+ 3 3 3 P(S = 5)P(Z = i)[Ap, LI, f(X). s]]

JEIK]i€[K] s€[S]

Penalty on noisy loss

~ 32 B [Epsgans LU FOO) = Epy oy LU FX)]]
JjelK]

Penalty for the disagreement between demographic groups

) (14)
where D denotes the observed distribution, which contains
label bias, while D represents the underlying clean fair dis-
tribution. A, =1-P(Y =1]2Z2=0,S=3s5)— P =
0]Z=18=s)p;=PY =358=0-PY =
48 =1.T5 =PY =j| Z=i5=s),Ap, =
Ep|z=is=s(Uj; —vP(Y = j | S = 5)) and Uj; = T}; if
i # jyand U, = T7; — Epjz=; s=:17; if i = j. The equa-
tion’s first term captures the model’s clean loss on the fair
distribution. The second term adds penalties for noisy losses,
adjusting labels to account for observed demographic dis-
parities. The third term imposes penalties for demographic
discrepancies, ensuring fair performance across all groups.

Experiment

In the subsequent sections, we first describe our experimen-
tal setup, covering datasets, baselines, and evaluation met-



Method/Dataset LFW+a(0.2) LFW+a(0.4) CelebA(0.2) CelebA(0.4)

ACC App ACC App ACC App ACC App

CLIP 90.8 0.11 83.2 0.21 62.2 0.60 61.6 0.61
Grad Norm 77~5i0.7 0.0zio.m 75~6i0.8 0.0710_()1 76-4i2.8 0.28i0_07 74~0i1.9 0.26i0_02
Grad Norm IS 82.6:|:1.4 0.43:‘:0'13 75.4:|:0.2 0~78:I:0.01 82.6i2_1 0.40:|:0'14 75.513.4 0.42:|:0'07
Uniform 89.0i0_9 0.O3i0.01 79.8i5,1 0.0710_()4 82.0i1,3 0«29i0.08 81.0i3.1 0~31i0.09
RHO-LOSS  89.5.05 0.061002 839:15 0.08:020 805109 0221007 797117 0.2840.04
Ours-s 90-0i1.3 0~02i0.01 86.2i0'7 0.0810'05 85.510,6 0°21i0.02 84.510.6 0-21i0.01
Ours 90-9:|:0.6 0.01:{:0.00 88.7i0_7 0-04:t0,01 86.5i0.6 0.215;0_02 85.2:‘:1.7 0-20j:0.01

Table 1: Test accuracy (%) and fairness violation (App) on CelebA and LFW+a with various symmetrical label bias amount of
20% and 40%. We report results in the format of mean + standard deviation.

Method/Dataset LFW+a(0.2) LFW+a(0.4) CelebA(0.2) CelebA(0.4)
p% ratio Apgo p% ratio Apgo p% ratio ApEko p% ratio Apgo
CLIP 88.9 0.03 77.4 0.07 38.3 0.32 37.3 0.33
Grad Norm 92~7i1.5 0.0310.01 91~liO.6 - 77.6i7.3 0-39i0.02 76.01&9 0~55i0.23
Grad Norm IS 90-4:|:2.6 0.01:*:0.01 90-2j:0.5 - 31.9:‘:0.0 - 32~5:t0.0 -
Uniform 97~9i1.9 0.0110.01 90.115.2 0.1410.09 76.3i3.9 0-52i0.33 68.6159 0~77i0.10
RHO-LOSS 923428 0.034901 904424 - 80.8459 0441014 81.0101 0421001
Ours 98.3:|:0,4 0.01:‘:0.00 94.6:|:3_7 0-14:I:0.08 84-1:t5.3 0.38:|:0,15 77.2:‘:1.1 0.35:|:()_02

Table 2: Other fairness measure with p%-rule and Apgo on CelebA and LFW+a with various symmetrical label bias amount of
20% and 40%. ‘-’ denotes the invalid measure of DEO due to low accuracy.

rics. Next, we compare our methods against existing state-
of-the-art data selection techniques across various image
classification tasks (CelebFaces Attributes (CelebA) (Liu
et al. 2015) and modified Labeled Faces in the Wild Home
(LFW+a) (Wolf, Hassner, and Taigman 2011)), considering
different amounts of label bias. We examine our selection
criteria through detailed ablation studies.

Benchmark Datasets. We evaluate the performance of
our proposed method using two image datasets: CelebA and
LFW+a. The CelebA dataset is utilized to discern the label
HeavyMakeup, considering gender (“Female”) as the sensi-
tive variable where biases have been noted towards female.
In the LFW+a dataset, we augment each image with addi-
tional attributes like gender and race (same in CelebA), aim-
ing to classify the identity’s gender. The sensitive variable
here is “WavyHair”, where literature has shown a strong cor-
relation regarding males. Each dataset is divided into train-
ing, validation, and test sets.

Baselines. To evaluate our method’s effectiveness and
robustness, we compare our method with several selec-
tion methods on the image tasks. These include uni-
form sampling (Uniform), gradient norm selection (Grad
Norm, which selects data points with high gradient norms)
(Katharopoulos and Fleuret 2018), and gradient norm with
importance sampling (Grad Norm IS) (Katharopoulos and
Fleuret 2018). Additionally, we compare it with RHO-
LOSS (Mindermann et al. 2022). We implement two vari-
ants of our method: one includes resampling of ;1 (Ours),
and the other does not (OQurs-s).

Evaluation Metrics. We use accuracy to evaluate pre-
diction performance and measure fairness violation with
App=|E(Y =1|S=1)—EY =15 =0)|. Alower
App indicates less fairness violation. We also conduct exper-
iments on the difference of equal opportunity (DEO) (Hardt,
Price, and Srebro 2016), which is defined as Apgp =
EY =1|Y=1,S=1)-EY =1|Y =1,5=0)

P(Y=1|5=0) P(?:IISZI))
P(Y=1|S=1)’ P(Y=1|5=0)""
lower Apgo suggests less fairness violation, while a lower
p%-rule indicates higher fairness violation.

Setup. In our experiments addressing label bias, we intro-
duce symmetrical label biases of 20% and 40%. We use the
AdamW optimizer (learning rate 0.001, weight decay 0.01),
we set a batch size of N, = 32 and a batch ratio J]VV—; =
0.1, consistent with the RHO-LOSS setup. For the LFW+a
dataset, we employ ResNet-18 (He et al. 2016), and for
CelebA, we use ResNet-50 across all methods, along with a
zero-shot predictor based on CLIP-RN50. We vary « and
within the set {0.1,0.3,0.5,0.7,0.9}. Results are averaged
over three random trials. All experiments are performed with
GPUs (NVIDIA GeForce RTX 3090 with 86GB memory).

and the p%-rule, p% = min(

Comparison Results

Results are displayed in Table 1 for 20% and 40% bias
amount. In the meantime, we report the fairness measure
using p%-rule and Apgg in Table 2. Our proposed method
consistently demonstrates the highest accuracy and minimal
fairness violation as bias increases. The outcomes illustrate



;\3 16 1 Ours ;\; 124 Ours
= RHO-LOSS = RHO-LOSS
3 147 mm uniform 3 == Uniform
= 5 104
€ 12 €
& &
- 10 - 81
3z <
o 8- ©
£ £ 64
£ 6 £
S S
) 0 44
a4 a
LFW+a(0.2) LFW+a(0.4) CelebA(0.2) CelebA(0.4)
Dataset Dataset

Figure 1: Proportion of selected instances discriminated by
label bias using the proposed method (Ours), RHO-LOSS,
and Uniform Sampling. The left plot corresponds to the
LFW+a dataset, and the right plot corresponds to the CelebA
dataset. Overall, we can observe that the proposed method
has the lowest rate of discriminated sample selection.

the importance of addressing label bias to prevent height-
ened bias in the output. While other baselines work well
with low bias, they are not robust when the bias amount
increases. Interestingly, we find that gradient norm selec-
tion has the worst performance, even worse than uniform
sampling, especially for large label bias amount. This phe-
nomenon shows that selecting data by high variance will
tend to pick “dirty” points that are affected by the sensitive
information.

Analysis of Properties of Selected Data

In this section, we analyze our proposed method by eval-
uating the proportion of fair instances to the selected data.
Fig. 1 reveal a pattern: as the amount of bias increases, the
proportion of selected instances that are fair starts to decline
due to the increased difficulty in distinguishing fair instances
from unfair ones. However, our proposed selection method
still maintains the highest ratio of selected fair instances, and
significantly exceeds that of uniform sampling. This obser-
vation reinforces our method’s superiority over other data
selection methods in different label bias settings.

Ablation Studies

In this section, we conduct ablation studies on zero-shot pre-
dictor, model architecture, and important hyperparameters.
Zero-shot Predictor. In our experiments, we initially
used CLIP-RN50 as the proxy model and have now ex-
tended testing to include ViT-B/16 (Dosovitskiy et al. 2021)
and the validation model from RHO-LOSS. Results in Ta-
ble 3 show consistent performance across different zero-shot
backbones. For ViT-B/16 and RHO-LOSS models, baseline
accuracies are 55% and 65% under 20% label bias, and 52%
and 64% under 40% label bias, respectively. ViT-B/16 accu-
racies are slightly lower than RN50, but our data selection
method with peer prediction maintains a comparable perfor-
mance on CelebA at a 0.4 bias rate. RHO-LOSS model per-
formance is slightly higher than RN50, but results are simi-
lar. This confirms the robustness of our method, which per-
forms effectively regardless of the zero-shot predictor used.
Backbone. We test our proposed method with differ-
ent Backbone architecture on CelebA dataset, including

Component CelebA(0.2) CelebA(0.4)

ACC App ACC App
Zeto-shot ~ CLAP-RNSO | 855.06 0211002 | 852417 0.2310.06
Predictor ViT-B/16 86.410.2 O.Zoio_():g 84‘5i1,2 0~19i(l.02
R-V 85.6404 0.2310.05 | 85.5+09 0.2310.04
ResNet-18 848114 0224002 | 841402 0.2240.01
Bif[lggfc’{‘e ResNet-50 | 865406 0211002 | 852417 0.201001
DenseNet-121 85.3i042 O<21i0,01 84.3i0.4 0-19i0.02

Table 3: Test accuracy (%) and fairness violations (App)
for a variant zero-shot predictor (R-V denotes the valida-
tion model used in RHO-LOSS) and the backbone of our
method.

the variant of ResNet (ResNet-18 and ResNet-50) and the
DenseNet-121 (Huang et al. 2017). The results are displayed
in Table 3. From the results, we can see enhance model
complexity generally improves both predictive performance
and fairness, though these improvements are not significant.
Overall, the impact of the model’s structure on its perfor-
mance is not obvious, which implies our proposed method
is robust to the backbone structure.

Hyperparameters. We then analyze the effects of three
hyperparameters: v, «, and the selection ratio. In the first
plotin Fig. 2, we plot the difference of test accuracy and fair-
ness violation with « varying, we set a = 0.1. We can see
that the accuracy slightly improves as « increases and the
fairness violation appears downward trend as v increases.
This align with the effect of ~y that controls the fairness level
(fairness and accuracy should improve simultaneously when
the data is unbiased (Wick, panda, and Tristan 2019)). In the
second plot in Fig. 2, we set v = 0.3 and test different val-
ues of «, we can see a similar trend for accuracy, but for the
fairness violation, remains fairly stable. For the selection ra-
tio, by default, is 10% in the experiment. In the third plot in
Fig. 2, we plot the change of accuracy and fairness violation
w.r.t. the selection ratio. We can see the accuracy increases
when the selection ratio increases from 0.1 to 0.3 and then
begins to drop. This demonstrates that increasing the selec-
tion ratio also increases the likelihood of picking data points
that are not fair enough. However, due to the effect of the
second term in Eq. (14) acting as the fair regularizer, the
fairness violation shows minimal variation.

Convergence and Accuracy

We conduct an experiment about convergence speed by test-
ing the epochs required to reach target test accuracy on the
two image datasets. Interestingly, due to our proposed data
selection procedure, it has a faster convergence speed. In Ta-
ble 4, we can see that the proposed method converges much
faster than uniform sampling and RHO-LOSS. With fewer
epochs, our proposed method can achieve the target accu-
racy point. In the meantime, as shown in Table 1, the pro-
posed method has the highest test accuracy compared to the
other two methods. These results also align with Fig. 1, and
can be explained as the proposed method is able to pick the
fairest instances and therefore improve both accuracy and
fairness at the same time.
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Figure 2: Ablation studies on critical hyperparameters, including +, «, and selection ratio, on the CelebA dataset with a 40%
label bias amount. We use blue to denote accuracy (left axis) and purple to denote fairness violation (right axis).

Dataset ACC Uniform RHO-LOSS Ours
70% 41 32 21
LEW+a(02) g0q, 73 65 55
70% 77 69 23
LFW+a(0.4) 80172 : &7 78
70% 65 33 25
CelebA(02)  ghg, 117 57 42
70% 94 46 29
CelebA(0.4) 800/‘; 125 ) 35

Table 4: Epochs required to reach target test accuracy.

Related Work

Fair Learning with Label Bias Fairness remains a criti-
cal and essential concern in real-world applications. A pri-
mary source of unfairness is label bias, which is typically
modeled as fair (clean) labels being systematically flipped
for individuals from certain demographic groups (Wick,
panda, and Tristan 2019), i.e., if S is a sensitive attribute
and Z a fair label, P(Y = ¢ | Z = j5,5) occurs with
i # jand i,j € 0,1. A growing number of studies are ex-
ploring fair learning in settings with noisy labels to address
this issue. For example, Wang, Liu, and Levy (2021) applied
group-dependent label noise and derived fairness constraints
on corrupted data. Jiang and Nachum (2020) propose a re-
weighting method to correct instances affected by label bias.
Building on these, Dai (2020) presents a framework to un-
derstand the combined effects of label bias and data distri-
bution shifts in the context of fairness from a fundamental
perspective. These works share a common framework that
considers the noise rate of labels to improve the robustness
of fair learning methods. However, these approaches involve
modifying models and intervening in the training process,
which limits their flexibility for complex systems and large-
scale datasets. To overcome this limitation, we adopt a data
selection framework that enhances both flexibility and effi-
ciency, making it suitable for practical applications.

Data Selection Methods As data sizes increase, using
all available data for training becomes inefficient. There-
fore, data selection methods have been developed to se-
lectively train on only the most useful data, thereby en-

hancing efficiency and reducing computational costs. Pre-
vious approaches like curriculum learning (Bengio et al.
2009) typically choose data points from easy to hard. This
method can lead to redundancy, as once such data points are
learned, they should not be learned again. Other methods
select data based on high training loss or high prediction un-
certainty (Loshchilov and Hutter 2017; Kawaguchi and Lu
2019; Jiang et al. 2019; Coleman et al. 2019; Loshchilov and
Hutter 2015). A common issue with these approaches is their
tendency to choose outliers or noisy points when focusing on
high loss or uncertainty. To address this issue, new selection
methods that assess the data’s impact on generalization loss,
derived from a holdout set (Killamsetty et al. 2020; Min-
dermann et al. 2022), have been developed. Addressing the
problem of less principled approximations in these methods
and circumventing the need for a holdout set, Deng, Cui,
and Zhu (2023) implemented a Bayesian approach, enhanc-
ing the validity of approximations and eliminating the re-
liance on a holdout set through the use of a zero-shot predic-
tor. Inspired by this work, we also utilize the peer prediction
mechanism to ensure the fairness of the zero-shot predictor.

Conclusions

This paper addresses label bias in fairness for large-scale
datasets by proposing a fair data selection strategy that
aligns the RHO-LOSS criterion with a fair distribution and
uses a zero-shot predictor to eliminate the need for a clean
holdout set. The approach enhances model fairness and ac-
curacy while ensuring the selected data better represents a
fair distribution through peer prediction mechanism, suitable
for training robust models across various real-world appli-
cations. The proposed selection method is constructed from
three aspects: (1) deriving a tractable selection function to
pick data less affected by label bias, (2) eliminating the need
for an additional holdout set previously required for vali-
dation, and (3) incorporating a peer prediction mechanism
to ensure the fairness of the validation model. Experiments
demonstrate the method’s effectiveness in mitigating label
bias, achieving faster convergence, and higher test accuracy
compared to alternatives. While this work primarily focuses
on fairness within the defined scope, future research will ex-
plore more complex settings, including out-of-distribution
(OOD) scenarios and the role of confounders in fairness.
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Refining Selection Function

In this section, we detail the derivation of equations related to the new optimization goal, which focuses on refining the selection
function to consider fair distribution.

Derivation of the optimization problem in Equation 5
1 - * *
max  — > Y p(s)[logp(y; | 27, DU (2,y), )]

WY)EBt1 M«
(z,y)EBt41 i=1 se[8]

& max Y p(s)[logp(D* | Dy U (x,y),5)].

(z,y)€Bi41 sels]

Derivation of the Bayes’ rule in Equation 6
py |2, D", Dy,s)

D" | DyU(x,y),s) = D* | Dy, 2,8
p( ‘ t ( y) ) p(y | I,Dt,S) p( | t )
x7D*7D 78 *
p(y | antaS)

Derivation of the lower bound in Equation 8
logp(y | Z, D*v Dtv S)

zlog/p(9 | D*, Di)p(y | z,0,s)do

[ p(Di|6)p(6 | DY)
—log / D, [y P | .6.9)d8

—log / p(Dy | 0)p(0 | D )ply | 2,6, 5)d0 — log p(D; | D*)

Z/p(9 | D*)log[p(D: | O)p(y | 2,0, 5)ld0 —log p(Dy | D7)
=E,@61p+) logp(D; | 0) + Epo1p+) logp(y | x,0,5) —logp(D; | D*)
Drop the terms irrelevant to (x,y), we get:
logp(y | #, D%, Dy, ) = Ep(gp+) logp(y | =, 0, 5).

Derivation of the equivalent expectation version of the peer loss in Equation 12

We denote D; as a shorthand for Dg—; for s € [S]. For each z; belonging to the demographic group S = s, let |Ds| = N, and
[I] be the set of sample index in D;. By taking the expectation over (X, , Y;, ), we have:

-~ Z Ex, 1p..v.,|D., [L[yi,f(xi), s| —vL[Y,, f(X3,), ]}
S ie 1]
- L z Ly f@).s = Y P(Xi, =i | § = 8)Byjp,7LIY, f(z1), 8
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So, the result of the fairness-regularized loss on the zero-shot predictor will be:
L[yv f($)7 S] - EY|DS/ 7L[K f(x)v S]

Is is worth noting that the last term is taking the expectation of Y over s’, while z is drawn from s, we designed this intentionally:
in the peer prediction mechanism, we sample x;, from D, and y;, from D, .



Decompose the Loss
In this section, we demonstrate the effectiveness of the loss proposed in Equation 12 by decomposing its expected version.

L[y’ f(x)v S] - VEY\DS/ [L[Y7 f(l‘), S]] :

A B

15)

Decomposition of A

To clarify the notation, we use D to denote the observed distribution, which contains label bias, and D to denote the underlying
clean fair distribution. In the context of label bias, the flip does not depend on X; thatis, P(Y = j | Z =i,5 = s,X) =
P(Y = j | Z =1i,8 = s). For brevity, we refer to this simply as T;. We use 07 = P(Y = 1| Z = 0,5 = s) and
0; = P(Y =0] Z =1,5 = s) to denote the specific flip rate. The following formulation incorporates the independence
between P(S) and P(Z). For Y, Z and S, we only consider the binary case and we use K to denote the number of class
([K] = {0,1} in our case). Part A in Eq. (15) can be decomposed into:

Ep [LIY, f(X), s1]
=D > > P = $)Ep(z=is=s |15 L1 F(X), 5]

JE[K] i€[K] s€[S]

=Y > > Pz (8 = 8)Ep|z=i,s=sT;;Ep|z=i 5=5 [L[jvf(X)7s]:| 1o

JE[K]i€[K] s€[S]
+ Z Z Z P(Z (5 = s)Covp|z=i,s= 5(TZJ7L[ f(X),S])
JElK] i€[K] s€[S]
The first term can be further decomposed into:

S P(s []ED (1 =07 —69)Eps—.L[Z, f(X), 5]

s€[S]

Term 1

+ P(Z = 1)Ep|z=1,5=s0F Ep|z=1,5=s L1, f(X), 8] + P(Z = 0)Ep|z—0,5=505 Ep|z=0,5=sL[0, f(X), 5]

a7
Term 2
+ Z P(Z = i)ED\Z:i,S 9T IE‘:D|Z i,S=s [.]7 .f(X),S]]
JE[K]i€[K],i#]
Term 3
The second term will be:
Z P(S =s) Z P(Z = j)Ep|z—js=s(T;; — T5;) (L[ﬁ F(X),s] = Ep|z—j,s=s[LlJ, f(X)»SD
s€[S] JE[K] (18)
+ > > P(Z=0Epjzmis=s (T4 — i) x (LU, f(X), 5]~ Epjzmis=sLlj, [(X),5))
JEIK]i€[K],i#£]
where T'5; = Ep|z—; s—sT};. Then, combine Eq. (18) with Term 3, we get:
Z P(S = S) [P(Z = 1)ED\Z:1,S:S (1 -0, — ED\Z:LS:s(l - 95_)) L(Lf(w% 5]
s€[S]
+ P(Z = 0)Ep|z=0,5=s (1 = 07 —Ep|z—0,5=s(1 — 0)) L[0, f(X), 5] (19

+P(Z = 0)Ep|z=0,5=s (03 £[1, f(X)]) + P(Z = )Ep|z=1,5= (05 L[0, F(X), 8])} :

Integrating Eq. (19) with Term 1 and Term 2, and considering that the fair and clean distribution D remains unaffected by
the sensitive variable S, we obtain:

Ep[LIY, F(X), H
=EpALIZ f(X), 81+ > S > P Z = )Ep|z-i,5-sU Llj, (X), 5] 20)

se[S] je[K]i€[K]
where
Us — T if i # 7,
t T9 T9 if i = j.



Decomposition of B
Ep [-1Ey psmsl [V F(X),5 = ]|

)

P(D|S=1)P(S=1) > P(Y=j|D,.5=0)L [Y:j,f(X),S:l}
JElK]

:_VE:P) =7 —m&thUfa%S:H+PW=$S=DMkaMfM%S:m
JE[K]

== > [P = 5.8 = 0) (B o, LU F(X), S = 1] = Enyy, Ll F(X), 8 = 0])

JE[K]

+P(Y =J58= 1) (EDX\S:OL[j7 f(X)’S = 0] _EDX\S:IL[j? f(X)NS = 1])

+P(Y =78= 1)]EDX|S:1L[j>f(X)7S = 1] +PY =j,5= O)EDX\S:UL[j7f(X)7S = 0]}

- Z (EDX‘S 1 [ ’f(X)’S = 1] 7]EDXIS=0L[j7f(X)7S = OD

JE[K]

7 3 ST P(Y =48 = 8)Epy o, LIj, F(X). 5],

JEIK] S

P(D[S=0)P(S=0) > P(Y=3j|D,5=0)L [Y:j,f(X),S: 1}
JEIK]

2y

where d; = (P(Y =j,5 =0) — P(Y = j,S = 1)), which measures the discrepancy in the probability of observed label j
between two demographic groups. For the second term in Eq. (21), we can further expand it as:

-7 Z Z Y= 75)]EDX|S=3L[.7]E(X)7S]

jE[K] s€[9]

== X X PZ=Epizmis—s 7PV = .S = )L F(X), 5]

JE[K] i€[K] s€[S]

(22)

Combine Eq. (22) with the second term in Eq. (20), we get:

YN P Z = i)Ep|zis=s|(Us; —yP(Y =j | S = 5))L[j, f(X),s]] (23)

JE[K] i€[K] s€[S]
Finally, the original expected loss is decomposed into the following components:

Ep [LIZ, F(X), 8] = 1Ezp, LIZ, f(), 5]
=EpA,L[Z, f(X),S]

fair model

+>D D P Z = )Ep|gei s (U5 = YP(Y = j | S = 8))Llj, f(X), s]]

JE[K] i€[K] s€[S] 24)

Penalty on noisy loss

~ 2 P} [Engons Ll FOO) = Enypo o LU, (X))

JE[K]

Penalty for the disagreement between demographic groups

where
Ag=1—-07 — 9;

pi=P(Y =4,8=0)-PY =j85=1)
Us — {T;}ifi#j,
U T\TS — Epjy—js=sT5 if i = j.



