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Abstract. The classical temporal point process (TPP) constructs
an intensity function by taking the occurrence times into account.
Nevertheless, occurrence time may not be the only relevant factor,
other contextual data, termed covariates, may also impact the event
evolution. Incorporating such covariates into the model is beneficial,
while distinguishing their relevance to the event dynamics is of great
practical significance. In this work, we propose a Transformer-based
covariate temporal point process (TransFeat-TPP) model to improve
the interpretability of deep covariate-TPPs while maintaining pow-
erful expressiveness. TransFeat-TPP can effectively model complex
relationships between events and covariates, and provide enhanced
interpretability by discerning the importance of various covariates.
Experimental results on synthetic and real datasets demonstrate im-
proved prediction accuracy and consistently interpretable feature im-
portance when compared to existing deep covariate-TPPs.

1 Introduction
A temporal point process (TPP) is a mathematical framework used
to describe the occurrence of events in time. It is a statistical model
that is widely used in fields such as ecology [15, 34], epidemiol-
ogy [7, 21], neuroscience [27, 40] and telecommunication [4, 10]. In
a TPP model, events are represented as points in time, and the goal
is to understand the underlying process that generates these events.
The model can be used to predict the occurrence of future events,
identify patterns or trends in the data, and estimate the probability of
different outcomes. Classical TPPs include the Poisson process [13],
Cox process [22] and Hawkes process [8], etc. These models are typ-
ically formulated in a parametric manner and often suffer from lim-
ited expressiveness. To overcome these limitations, deep TPPs lever-
age deep learning architectures and tools such as RNN [5, 20, 29],
auto-grad in DNN [26], self-attention mechanism [37, 42] to more
effectively model event generation processes.

However, an inherent flaw of both parametric and deep TPPs is that
they cannot include additional information about relevant variables
that may influence the occurrence of the events. On the contrary, a
covariate-TPP [28, 33] is a type of TPP that incorporates additional
information, called covariates, that may be related to the event occur-
rence. Covariates can be any relevant information, such as weather
conditions, demographic characteristics or physical attributes of the
location. It is expected that incorporating such covariates into events
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modelling can be more beneficial than considering events only, be-
cause by including covariates the model can account for the relation-
ship between the events and other factors that may affect them. As
far as we know, the research on covariate-TPPs is currently limited
compared to the extensive results on TPPs.

Due to the rapid development of deep learning, the deep covariate-
TPPs has emerged as a burgeoning topic, which refers to a type of
covariate-TPPs that incorporates deep learning techniques to model
complex relationships between events and covariates. For example,
[36] integrates diverse time-series signals and events using two par-
allel RNNs, allowing for the joint modelling of event dynamics; [24]
presents a deep mixture point process model that leverages rich,
multi-source contextual data to define the intensity function using a
combination of kernels. While aforementioned works can be flexible
and powerful in modelling such relationships, the resulting model
may be difficult to interpret and explain because neural networks
are inherently black box in nature. This lack of interpretability can
make it challenging for researchers to gain insights from the model
and draw meaningful conclusions from the results. Moreover, ex-
isting covariate-TPPs works potentially make a strong assumption
that the covariates to be incorporated always hold a strong relation-
ship with the events’ evolution. For instance, [36] incorporates the
ATM’s models, age, and location (covariates) to assist in the mod-
elling of ATM’s errors or failures (events). However, the selection
of covariates always requires extra expertise to determine whether
the covariates hold a strong relationship with the events of interest.
Offering further insights about the covariates’ effect on events can
significantly improve the interpretability of covariate-TPPs but also
remains an open challenge. In summary, while deep covariate-TPPs
offer better expressiveness, their interpretability remains limited and
researchers must balance these tradeoffs when using this approach.

To enhance the interpretability of deep covariate-TPPs while pre-
serving their expressive power, we propose a Transformer-based
covariate-TPP model equipped with feature importance (TransFeat-
TPP). The Transformer is employed to encode sequences and model
the relationships among events. Owing to its highly parallelizable ar-
chitecture, the Transformer enables simultaneous computations, re-
sulting in substantial improvements in training and inference speed
compared to conventional RNN models [5, 20, 26, 36]. Furthermore,
the Transformer’s self-attention enables expressive input representa-
tions, addressing vanishing gradient issues in sequential models and
enhancing long sequence handling. Most importantly, our model in-
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cludes a module called the feature importance self-attention neural
network (Fi-SAN). Fi-SAN, which is originally introduced in [31],
acts as a classifier to predict the next event type while also unsuper-
visedly learning the importance of different features, allowing it to
identify and prioritize the most relevant ones.

Specifically, our contributions are as follows: (1) We introduce
TransFeat-TPP, a model designed to integrate supplementary covari-
ates, which can provide valuable insights into the evolution of events.
The Transformer architecture allows it to effectively model complex
relationships between events and covariates. (2) In TransFeat-TPP,
we incorporate the Fi-SAN module to discern the correlation be-
tween covariates and the occurrence of events. Unlike existing deep
covariate-TPPs, our model can provide the importance of various co-
variates, thus offering enhanced interpretability. As far as we know,
this work should be the first deep covariate-TPPs with covariate rank-
ing. (3) We validate our model on both synthetic and real datasets.
Experimental results demonstrate that our model achieves a higher
prediction accuracy compared to traditional TPPs. More importantly,
in contrast to existing deep covariate-TPPs, our model can consis-
tently provide interpretable feature importance.

2 Related Work
In this section, we primarily review recent developments in the areas
of TPPs, covariate-TPPs and feature importance.

2.1 Temporal Point Processes

Various models for TPPs have been proposed. Early statistical mod-
els include the Poisson process [13] and the Hawkes process [8],
which laid the foundation for understanding event occurrences. The
Poisson process assumes independent events, while the Hawkes pro-
cess allows for event dependencies through self-excitation. In recent
years, deep learning models have become popular for TPPs, offer-
ing improved prediction performance and modelling complex re-
lationships. Examples include the recurrent marked temporal point
process [5], neural Hawkes process [20], fully neural network point
process [26], and Transformer Hawkes process [42], among others.
These models leverage deep learning’s expressive capabilities to cap-
ture temporal dependencies and enhance prediction accuracy in event
sequences. However, the introduction of deep neural network may
lead to some interpretability challenges due to its black-box nature.

2.2 Interpretability in Temporal Point Processes

Interpretability in temporal point processes remains an open chal-
lenge and has consistently attracted research interest in recent years.
Explaining why events happen and revealing the causalities behind
them is one aspect of interpretability. For example, temporal logic
point processes [16, 17] utilize time logic rules to incorporate do-
main knowledge, aiming to elucidate the causality behind event dy-
namics. Additionally, some researchers focus on revealing the pat-
terns of influence among event types, which are often explicitly
learned through existing popular deep TPPs [5, 20, 38, 42]. Stud-
ies such as [30, 38] use graphical neural networks or self-attention
mechanisms to explore these influencing patterns among event types.
However, the aforementioned studies primarily focus on traditional
TPPs, which consider only the event information. When it comes
to covariate-TPPs, the scope of interpretability significantly broad-
ens, presenting a rich area for further exploration and development.
In this work, our focus on interpretability primarily revolves around
revealing the relevance of covariates to the event dynamics.

2.3 Covariate Temporal Point Processes

Covariate-TPPs have garnered significant attention due to their abil-
ity to model the impact of external factors on event sequences. To
the best of our knowledge, current research either incorporates co-
variates as a factor in the intensity function [1, 25] or combines them
with event sequences through deep neural networks [32, 36]. These
models enabled researchers to analyze and predict event sequences
more effectively, taking into account the various factors that influ-
ence event occurrences. However, treating covariates as a fixed factor
in the intensity function explicitly results in reduced flexibility and
expressiveness. Moreover, existing deep covariate-TPPs lack inter-
pretability concerning the involvement of covariates. All these meth-
ods are based on the assumption that all covariates have a significant
relationship with the events. This assumption requires domain exper-
tise and may not always be valid in real-world scenarios.

2.4 Feature Importance

Feature importance plays a crucial role in interpreting machine learn-
ing models, particularly in applications where identifying relevant
features is vital for decision-making and gaining insights. Vari-
ous techniques have been developed to measure feature importance,
ranging from traditional statistical methods like correlation coeffi-
cients [35] and information gain [12] to more advanced methods like
permutation importance [2] and LASSO regularization [41]. In re-
cent years, attention mechanisms have emerged as powerful tools for
estimating feature importance. Fi-SAN [31] leverages self-attention
to learn the significance of different features in an unsupervised man-
ner. By assigning attention weights to each feature, the model can ef-
fectively identify the most relevant features and prioritize them dur-
ing the learning process.

3 TransFeat-TPP

In this work, we propose a Transformer-based covariate-TPP model
with feature importance. This model is capable of incorporating co-
variate information to predict the occurrence time and type of fu-
ture events, while simultaneously assessing the relative importance
of various covariates. The model structure is illustrated in Fig. 1
where our model comprises three components: the dependence mod-
ule, the feature importance module and the decoder module. In the
following, we elaborate on the function and implementation of each
module individually.

3.1 Problem Definition

We present a concise definition of the problem we aim to ad-
dress, along with an outline of the notations for the various vari-
ables employed throughout this work. Given a sequence of events
S = {(ti, yi,xi)}Li=1 where L is the number of events and each
event is represented by a triplet: ti ∈ R+ is the timestamp that the
i-th event occurs; yi represents the i-th event type which is a categor-
ical variable; xi ∈ RF is the covariate measured on the i-th event
and F is the covariate dimension. Given the historical information
Htn = {(ti, yi,xi)}ni=1, our objective is to predict the timestamp
and type of the next event (t̂n+1, ŷn+1).



Figure 1: The model structure of TransFeat-TPP. TransFeat-TPP has
three modules: the dependence module, the feature importance mod-
ule and the decoder module. The dependence module extracts the
dependencies among events to obtain the representation of the se-
quence; the feature importance module encodes the covariates and
outputs their feature importance; the decoder module uses the learned
representations from two previous modules to predict the next event’s
timestamp and type.

3.2 Dependence Module

The dependence module of TransFeat-TPP is designed to encode
the sequence and learn the dependencies among events. Drawing in-
spiration from [42], we employ the Transformer architecture as the
encoder. Specifically, we use the embedding layers to encode the
triplets (ti, yi,xi), and then adopt the self-attention layers to extract
the dependencies among different events.

3.2.1 Embedding Layers

Given a sequence S = {(ti, yi,xi)}Li=1, we have three types of in-
puts: timestamp, event type and covariate. We need to encode three
kinds of information to obtain an appropriate representation. We uti-
lize temporal encoding for event timestamps, representing a given
timestamp ti using an embedding vector:

[z (ti)]j =

 cos
(
ti/10000

j−1
M

)
if j is odd

sin
(
ti/10000

j
M

)
if j is even

∈ RM ,

where M is the dimension of temporal embedding, and [z (ti)]j de-
notes the j-th entry of z(ti). Therefore, the collection of time em-
bedding is:

Z = [z(t1), z(t2), · · · , z(tL)]⊤ ∈ RL×M .

In addition to temporal embedding, we employ a learnable matrix
U ∈ RM×K to encode event type, where the k-th column of U
represents the M -dimensional embedding vector for event type k.
For event type yi, its embedding e(yi) can be expressed as:

e(yi) = Uki ∈ RM ,

where ki ∈ RK is the one-hot encoding of yi. Therefore, the collec-
tion of type embedding is:

E = [e(y1), e(y2), · · · , e(yL)]⊤ ∈ RL×M .

Analogous to event type embedding, we utilize a learnable ma-
trix W ∈ RM×F to encode covariates. For event covariate xi, its
embedding f(xi) is expressed as:

f(xi) = Wxi ∈ RM .

Therefore, the collection of covariate embedding is:

F = [f(x1), f(x2), · · · , f(xL)]
⊤ ∈ RL×M .

Combining the previously mentioned three types of embed-
dings, we can obtain the final embedding of the sequence S =
{(ti, yi,xi)}Li=1:

X = Z+E+ F ∈ RL×M , (1)

where each row of X corresponds to the complete embedding of a
single event in the sequence S.

3.2.2 Self-attention Layers

After the embedding layers, our focus shifts to learning the depen-
dence among events. This is achieved by passing the representation
X to the multi-head self-attention layers. The attention output Sh of
the h-th head is formulated as:

Sh = softmax
(
QhKh

⊤
√
MK

)
Vh ∈ RL×MV ,

Qh = XWQ
h ∈ RL×MK ,

Kh = XWK
h ∈ RL×MK ,

Vh = XWV
h ∈ RL×MV ,

where Qh, Kh, Vh are the query, key and value matrices of the h-
th head obtained by different transformations from X. MK is the
dimension of Qh and Kh. Matrices WQ

h ∈ RM×MK , WK
h ∈

RM×MK and WV
h ∈ RM×MV are the corresponding linear trans-

formations of the h-th head. The final attention output is obtained by
aggregating the output from H heads:

S = [S1,S2, · · · ,SH ]WO ∈ RL×M ,

where WO ∈ RHMV ×M is a learnable matrix that is used to com-
bine the outputs of each head. Finally, the attention output S is passed
through a position-wise feedforward network that consists of two
dense layers to produce the hidden state H1:

H1 = ReLU(SWFC
1 + b1)W

FC
2 + b2 ∈ RL×M , (2)

where WFC
1 ,WFC

2 ,b1,b2 are the parameters of position-wise feed-
forward network. The hidden state H1 contains hidden representa-
tions of all events in the sequence, with each row corresponding to a
specific event.

3.3 Feature Importance Module

To determine the importance of covariates at the feature level, we
utilize an additional Fi-SAN module. This module, designed for a
specific classification task, learns to fit data and extract each feature’s
relevance to the outcome using self-attention. Given a covariate xi as
input, the Fi-SAN module produces two outputs: the auxiliary repre-
sentation of the covariates and their feature importance.



3.3.1 Auxiliary Representation

One of Fi-SAN’s outputs is the auxiliary representation. To achieve
this, xi is firstly passed through a H̃-head self-attention layer Ω1:

Ω(xi) =
1

H̃

H̃∑
h=1

[
xi ⊗ softmax(WFI

hxi + bFI
h )

]
∈ RF , (3)

where WFI
h and bFI

h are the attention weights and bias of a softmax-
activated layer of the h-th head. The softmax output can be inter-
preted as the importance score for each feature, which is then ele-
mentwise multiplied with xi using the Hadamard product. The out-
put of Ω is the average over H̃ heads. The auxiliary representation is
obtained from an additional dense layer on the top of Ω:

H2 = ΩSW
FC
3 + bFC

3 ∈ RL×M ,

ΩS = [Ω(x1),Ω(x2), · · ·Ω(xL)]
⊤ ∈ RL×F ,

where WFC
3 and bFC

3 are the parameters of the dense layer, ΩS is
the result of passing all covariates {xi}Li=1 through Ω. H2 is the
auxiliary representation that is used for modelling event type.

3.3.2 Feature Importance

Fi-SAN outputs the auxiliary representation while providing feature
importance. Given the sequence S, the final feature importance is the
average of the feature importance across all points:

FI(xi) =
1

H̃

H̃∑
h=1

softmax(WFI
hxi + bFI

h ),

FI(S) = 1

L

L∑
i=1

FI(xi).

3.4 Decoder Module

Our objective is to predict the time and type of the next event. To
accomplish this, we design the decoder module, which is responsible
for the next event’s time and type prediction. To predict the times-
tamp of the next event, we utilize an intensity-free method proposed
by [29], which models the distribution of the next event’s timestamp
conditioned on the representation generated by the dependence mod-
ule. To predict the type of the next event, we combine the representa-
tions from both dependence module and feature importance module,
and use this combined representation to predict the next event type.

3.4.1 Timestamp Prediction

To model the interevent time, denoted by τ , which is the duration
until the next event since the current event, we use a mixture of log-
normal densities to represent the distribution of τ , since τ must be
positive (details provided in Appendix D). The probability density
function of a log-normal mixture distribution with C components is:

p(τ |w,µ, s) =

C∑
c=1

wc
1

τsc
√
2π

exp

(
− (log τ − µc)

2

2s2c

)
,

where w = [w1, . . . , wC ] is the mixture weight, µ = [µ1, . . . , µC ]
and s = [s1, . . . , sC ] are the mixture mean and standard deviation.

1 The self-attention layer in Fi-SAN has a different structure with that in the
dependence module.

Let hi be the representation for i-th event obtained by the depen-
dence module (the i-th row of H1). We use hi to define the parame-
ters of the log-normal mixture distribution:

wi = softmax(Vwhi + bw), µi = Vµhi + bµ,

si = exp(Vshi + bs),

where Vw,Vµ,Vs,bw,bµ,bs are the learnable parameters. Con-
sequently, the time loss is the negative log-likelihood given by:

L1 = −
L∑

i=1

log p(τi|wi,µi, si).

3.4.2 Type Prediction

We concatenate the representation H1 obtained from the dependence
module with the representation H2 obtained from the feature impor-
tance module, and feed it into a softmax-activated dense layer that
maps from R2M to RK , where K is the number of event types:

P = softmax(FC([H1,H2])) ∈ RL×K .

The output of this layer provides the probability for each event type,
so the cross entropy is used as the type loss:

L2 = −
L∑
i

log pi(yi),

where pi(yi) represents the probability of assigning i-th event to the
correct label yi. The total loss is the weighted sum of L1 and L2:

L = α1L1 + α2L2,

where α1 and α2 are the parameters to balance the loss. We utilize
the trick introduced in [11] to automatically adjust the weights based
on the current magnitude of each loss component.

4 Experiments
We evaluate TransFeat-TPP on both synthetic and real datasets. We
compare TransFeat-TPP to several deep TPP models and find that it
is more flexible and interpretable. This is because TransFeat-TPP en-
ables more expressive incorporation of covariates. At the same time,
TransFeat-TPP is capable of effectively learning consistent feature
importance of covariates for event type prediction, thus demonstrat-
ing its potential as an interpretable deep covariate-TPP.

4.1 Baseline

We compare our model against existing deep TPP models: recur-
rent marked temporal point process (RMTPP) [5], recurrent neural
network point process (RNNPP) [36], Transformer Hawkes process
(THP) [42].

RMTPP uses a recurrent neural network to learn the conditional
intensity function by encoding event time and type, but it does not in-
clude covariates. To enable fair comparison, we propose RMTPP+,
which incorporates covariate information. RNNPP models the tem-
poral point process by incorporating both event and covariate infor-
mation but offers limited interpretability regarding covariate rele-
vance. THP employs the Transformer for enhanced computational
efficiency, encoding only event time and type. We propose THP+, a
modified version that includes covariate information. Details about
RMTPP+ and THP+ are in Appendix A.
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Figure 2: The feature importance comparison and ablation study.
(a)(b)(c): We compare the learned feature importance with the
ground truth, verifying that TransFeat-TPP can differentiate between
important and irrelevant covaraites. (d)(e)(f): We show the feature
ablation study to indicate the consistency of the learned feature rank-
ing. The x-axis represents the covariates sorted from most to least
important. When more important covariates are removed, the models
experience a significant performance drop. As less impactful covari-
ates are removed, the performance decline becomes smoother.

4.2 Evaluation Metric

We evaluate the performance using a variety of widely-accepted met-
rics. (1) log-likelihood: A typical metric to evaluate the TPP model
is the log-likelihood on test sets. However, RNNPP does not model
the conditional intensity function and therefore it does not produce
log-likelihood. As a result, we only compare to RMTPP and THP in
terms of log-likelihood. (2) Time Prediction: For event time predic-
tion, we employ the root mean square error (RMSE) as a metric to
assess the discrepancy between the predicted and actual event times.
(3) Type Prediction: For event type prediction, we use accuracy and
F1 score as evaluation metrics. It is worth noting that in a multi-class
classification problem, the F1 score is calculated as a weighted aver-
age across all classes.

4.3 Synthetic Data

In this section, we perform experiments on the synthetic covariate-
TPP data, designed to resemble TPPs influenced by covariates. We
verify that on one hand, by incorporating covariate information, our
model can achieve better predictive performance; on the other hand,
our model can uncover the latent feature importance of covariates.

4.3.1 Data Simulation

For the synthetic data, we assume covariates can impact both the
arrival rate and type of future events. This is implemented by incor-
porating covariates into the conditional intensity function and con-
sidering covariates when assigning future events’ types. Given his-
torical events: {(ti, yi,xi)}ni=1, we assume the conditional intensity
function can be written as: λ(t) = f(xn,Ht) where Ht is the his-
torical information before t and xn is the latest covariate before t.
We use the Ogata thinning algorithm [23] to simulate the arrival time
tn+1. After that, we assume the event type yn+1 is binary and sim-
ulate it according to a Bernoulli distribution whose parameter p de-
pends on the latest covariate xn and the historical information Ht:
p = g(xn,Ht). It is worth noting that different point process models
correspond to different functional forms of f and g.

4.3.2 Prediction Task

This section aims to demonstrate the improved predictive perfor-
mance of our model through the incorporation of covariate infor-
mation in an expressive way. To this end, we simulate two differ-
ent types of covariate-TPP datasets, covariate inhomogeneous Pois-
son process and covariate Hawkes process, to validate the advantage
of our model. The simulation details and statistics of the synthetic
datasets are provided in Appendix B. We can observe that RMTPP+
and THP+ outperform their respective original models, indicating
that the incorporation of covariates is beneficial for event predic-
tion. Moreover, our proposed model TransFeat-TPP surpasses other
baselines in all cases, which can be attributed to the incorporation
of Fi-SAN. Fi-SAN concentrates on the covariates and delivers an
auxiliary representation, enhancing the model’s expressiveness and
flexibility in handling covariates.

4.3.3 Feature Importance Task

Another advantage of our model is its ability to reveal the latent fea-
ture importance of covariates, thereby enhancing the model’s inter-
pretability. To achieve this, we validate our model on three Hawkes
processes, labeled as Hawkes-1, 2 and 3, each with a unique feature
importance configuration, corresponding to three levels of difficulty.
Note that the Hawkes-1 is the “Hawkes” synthetic dataset presented
in Table 1, while Hawkes-2 and 3 have more complex ground truth
feature importance, making it more challenging for the model to dis-
tinguish between them. We present two categories of results: a com-
parison of feature importance and an ablation study. For the feature
importance comparison, Figs. 2a to 2c demonstrate our learned fea-
ture importance in comparison to the ground truth. For Hawkes-1
where most covariates are irrelevant, TransFeat-TPP can readily cap-
ture the most important ones. As more covariates influence the event
dynamics (Hawkes-2 and 3), our model remains capable of distin-
guishing the most important ones. The experimental results show
that TransFeat-TPP can effectively identify the most important co-
variates while assigning lower importance to irrelevant ones. In the
feature ablation study, we examine the impact of removing covariates
according to the learned importance ranking. The results in Figs. 2d
to 2f indicate that the model’s performance experiences a significant
decline when the top important covariates are removed, followed by
a more gradual decrease when irrelevant ones are removed. This con-
firms the consistency of the learned ranking of feature importance.



Table 1: Experimental results from six different models on two synthetic datasets. The enhanced performance of the modified models, RMTPP+
and THP+, highlights the benefits of incorporating covariates. The superiority of TransFeat-TPP demonstrates the improvement in model
expressiveness and flexibility. Standard deviation in brackets.

MODEL
INHOMOGENEOUS HAWKES

LOG-LL RMSE ACC F1 LOG-LL RMSE ACC F1

RMTPP -3.07 2.77 58.11% 0.3844 -4.82 1.90 64.58% 0.5165
(0.092) (0.075) (0.010) (0.009) (0.091) (0.113) (0.042) (0.032)

RMTPP+ -2.89 2.80 88.30% 0.8950 -3.98 1.75 84.04% 0.8109
(0.079) (0.160) (0.003) (0.010) (0.073) (0.094) (0.033) (0.015)

RNNPP — 3.26 85.63% 0.8105 — 1.89 85.33% 0.8311
— (0.093) (0.033) (0.013) — (0.077) (0.041) (0.033)

THP -4.77 3.53 63.48% 0.4188 -3.15 1.85 71.39% 0.5415
(0.043) (0.054) (0.098) (0.077) (0.092) (0.071) (0.043) (0.069)

THP+ -4.65 2.87 89.01% 0.8901 -3.01 1.84 86.51% 0.8663
(0.019) (0.054) (0.033) (0.078) (0.037) (0.043) (0.013) (0.025)

TRANSFEAT
-1.10 2.41 91.81% 0.9132 -2.37 1.58 89.06% 0.8725

(0.053) (0.039) (0.023) (0.018) (0.037) (0.050) (0.015) (0.025)

Table 2: Experimental results on two real datasets demonstrate the superior performance of modified models, RMTPP+ and THP+, compared
to the original models. These findings provide compelling evidence that incorporating covariates enhances the predictive capabilities of the
models. Our proposed TransFeat-TPP achieves the best performance in the majority of cases, highlighting the effectiveness of the Fi-SAN
module in introducing greater flexibility and expressiveness. Note that the “NO Fi-SAN” indicates the TransFeat-TPP model without the Fi-
SAN module, which is used for ablation study in Section 4.5. Standard deviation in brackets. For the PM2.5 dataset, we present results for
Beijing and Shenyang here, while additional experimental results for other cities can be found in Table 8 in the Appendix.

MODEL
PM2.5-BEJING PM2.5-SHENYANG CAR-ACCIDENT-LONDON

LOG-LL RMSE ACC F1 LOG-LL RMSE ACC F1 LOG-LL RMSE ACC F1

RMTPP -2.03 0.2876 45.11% 0.4210 -1.84 0.2564 44.34% 0.4187 -2.89 1.690 59.40% 0.5447
(0.012) (0.033) (0.017) (0.011) (0.020) (0.056) (0.011) (0.009) (0.095) (0.101) (0.054) (0.031)

RMTPP+ -1.64 0.2213 47.56% 0.4653 -1.66 0.2255 49.34% 0.4887 -2.78 1.271 65.03% 0.5689
(0.035) (0.029) (0.035) (0.031) (0.020) (0.025) (0.018) (0.016) (0.036) (0.089) (0.082) (0.096)

RNNPP — 0.2319 49.56% 0.4811 — 0.34 45.34% 0.4377 — 0.9181 63.06% 0.5333
— (0.010) (0.017) (0.036) — (0.021) (0.025) (0.019) — (0.014) (0.025) (0.013)

THP -1.97 0.5094 44.28% 0.3572 -2.24 0.3125 41.28% 0.3272 -2.01 0.8994 58.12% 0.5289
(0.077) (0.028) (0.033) (0.036) (0.023) (0.021) (0.025) (0.019) (0.049) (0.030) (0.061) (0.033)

THP+ -1.86 0.4930 50.89% 0.4883 -2.16 0.3881 49.53% 0.4830 -1.98 0.8710 64.13% 0.5579
(0.006) (0.091) (0.005) (0.013) (0.009) (0.083) (0.002) (0.022) (0.031) (0.082) (0.003) (0.029)

TRANSFEAT
-1.30 0.1619 51.70% 0.4891 -1.31 0.1993 51.24% 0.5338 -1.60 0.6420 66.33 % 0.6153

(0.051) (0.070) (0.089) (0.066) (0.016) (0.051) (0.071) (0.035) (0.041) (0.009) (0.046) (0.015)

NO FI-SAN -1.32 0.1703 49.07% 0.4779 -1.34 0.2384 49.72% 0.4818 -1.60 0.6473 63.52% 0.6014
(0.010) (0.084) (0.068) (0.054) (0.027) (0.083) (0.067) (0.044) (0.021) (0.011) (0.013) (0.028)

4.4 Real Data

In this section, we verify our model on two real datasets: PM2.5 alert
dataset and London car accident dataset.

4.4.1 PM2.5 Alert Dataset

PM2.5, a significant contributor to air pollution, triggers air pollu-
tant alerts based on specific concentration thresholds. These alerts,
characterized by timestamps and severity types, are considered note-
worthy events. Besides, we also consider the hourly meteorologi-
cal records as relevant covariates, which contain extra information
such as temperature, humidity, precipitation, etc. More details can
be found in Appendix C.1. The dataset2 was collected from five Chi-
nese cities (Beijing, Shenyang, Shanghai, Chengdu, and Guangzhou)
between 2010 and 2015. For each city, separate models are trained
using data from 2010 to 2013 for training, 2014 for validation, and
2015 for testing.

4.4.2 London Car Accident Dataset

Car accidents are a prevalent phenomenon in the real world and have
attracted considerable research attention [18, 3]. We analyze a car
accident dataset3 containing all car accidents in London from 2005
to 2015. Additionally, relevant meteorological data4 is considered as

2 https://archive.ics.uci.edu/ml/datasets/PM2.5+Data+of+Five+Chinese+
Cities

3 https://www.kaggle.com/datasets/silicon99/dft-accident-data
4 https://www.kaggle.com/datasets/emmanuelfwerr/london-weather-data

covariates for our analysis. Further information on both real datasets
can be found in Appendix C.

4.4.3 Prediction Task

We evaluate our model’s predictive performance on the two men-
tioned real-world datasets. We reach a consistent conclusion on the
real dataset that aligns with our findings on the synthetic dataset. Re-
sults shown in Table 2 indicate that the modified versions RMTPP+
and THP+ outperform their original counterparts in most cases. This
indicates that incorporating meteorological data as covariates po-
tentially improves the model’s predictive capabilities for air pollu-
tion alerts and car accident predictions. Furthermore, our proposed
TransFeat-TPP outperforms other baselines or achieves competitive
results, which validates that the incorporation of Fi-SAN enables our
model to be more expressive and flexible.

4.4.4 Feature Importance Task

We analyze the feature importance of covariates in relation to the
future PM2.5 alert type. The results in Figs. 3a and 3b provide prac-
tical insights into which covariate has a significant impact on the
future PM2.5 alert type. The comprehensive analysis leads us to a
general conclusion that, consistently across various cities, the cur-
rent concentration of PM2.5 plays a pivotal role in determining the
type of future PM2.5 air quality alerts. This finding is both logical
and reasonable. This is because the occurrence of an air pollution
alert implies that the concentration of PM2.5 has transitioned from
the current stage to a subsequent stage. Meanwhile, the temperature

https://archive.ics.uci.edu/ml/datasets/PM2.5+Data+of+Five+Chinese+Cities
https://archive.ics.uci.edu/ml/datasets/PM2.5+Data+of+Five+Chinese+Cities
https://www.kaggle.com/datasets/silicon99/dft-accident-data
https://www.kaggle.com/datasets/emmanuelfwerr/london-weather-data
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Figure 3: (a)(c): The learned feature importance for the PM2.5 alert dataset and the London car accident dataset, respectively. For the PM2.5
dataset, the two most important features are the current PM2.5 concentration and temperature, while for the car accident dataset, the two most
critical environmental factors impacting accident severity are snow depth and precipitation. (b)(d): The feature ablation study for the PM2.5
alert dataset and the London car accident dataset. The x-axis represents the covariates sorted from most to least important. When the most
important covariate (current PM2.5 concentration for the PM2.5 alert dataset and snow depth for the London car accident dataset) is removed,
the models experience a significant performance drop. As less impactful covariates are removed, the performance decline becomes smoother.

is the second most important factor in most cities, which implies the
seasonal variation pattern of PM2.5. This pattern has been studied
and verified by numerous works [9, 14, 39]. Specifically, [14] pro-
posed that significant seasonal variations are observed in Beijing,
where the highest PM2.5 concentrations are typically observed in the
winter, and the lowest are generally found in the summer. Similarly,
we investigate the potential correlation between weather conditions
and the severity levels of car accidents occurring during winter in
London. In Figs. 3c and 3d, we can observe two significant covari-
ates: snow depth and precipitation, which have a notable impact on
accident severity. This finding is intuitive and aligns with common
sense since both snowfall and rainfall can result in slippery road con-
ditions and reduced visibility, potentially leading to more severe car
accidents. In fact, this phenomenon has been studied and confirmed
by numerous previous works [6, 19].

4.5 Ablation Study on Fi-SAN Module

We conduct an extra ablation study on the Fi-SAN module. Specif-
ically, we remove the Fi-SAN module to create an ablation model
named as “NO Fi-SAN”. We compare its performance with other
baseline models in Table 2. The results indicate that NO Fi-SAN
demonstrates similar log-likelihood and RMSE performance but in-
ferior classification performance (ACC, F1) compared to the original
TransFeat-TPP. This suggests that Fi-SAN contributes to the classi-
fication performance more by introducing additional parameters into
the model. In contrast, NO Fi-SAN surpasses all baselines except
TransFeat-TPP in terms of log-likelihood and RMSE, which is at-
tributed to the use of mixture log-normal modeling, a method previ-
ously validated by [29]. Therefore, we conclude that our TransFeat-
TPP outperforms other models in predictive performance due to three
key factors: (1) the incorporation of covariates (more relevant infor-
mation); (2) the leveraging of the Fi-SAN module (improved event
type prediction); (3) the utilization of mixture log-normal modeling
(improved event time prediction).

4.6 Hyperparameter Analysis

Our model’s configuration primarily encompasses several dimen-
sions: the encoding dimension of temporal and type embeddings, de-
noted as M ; the dimension of query and key embeddings, denoted
as MQ and MK where MQ = MK ; the dimension of the value

Table 3: We experiment with different hyperparameter configura-
tions on one toy dataset (Hawkes-1) and one public dataset: PM2.5-
Beijing. Note that we set M = MQ = MK and H = H̃ . The results
indicate that our model is robust to these hyperparameters.

CONFIG
PM2.5-BEIJING HAWKES-1

LOG-LL ACC LOG-LL ACC

M = 32, MV = 16, H = 1, F = 32 -1.58 47.19% -2.48 88.00%
M = 64, MV = 32, H = 2, F = 64 -1.30 51.70% -2.37 89.06%

M = 128, MV = 64, H = 2, F = 128 -1.29 52.03% -2.39 88.12%
M = 128, MV = 64, H = 4, F = 128 -1.30 51.11% -2.40 87.84%

embeddings, denoted as MV ; the dimension of auxiliary representa-
tion, denoted as F ; the number of attention heads in the dependence
module and Fi-SAN, denoted as H and H̃ . We test the sensitivity
of our model to these hyperparameters by using various configura-
tions. Specifically, we set M = MQ = MK , H = H̃ , and conduct
the hyperparameter analysis on one synthetic dataset and one public
dataset: the Hawkes-1 dataset and the PM2.5 Beijing dataset. The re-
sults are shown in Table 3 which indicates that our model is not sig-
nificantly affected by the hyperparameter variation. Besides, it can
achieve reasonably good performance even with fewer parameters.

5 Conclusion and Discussion

We explore interpretability in covariate-TPPs and propose a novel
TransFeat-TPP, a model that incorporates covariates in event mod-
eling and extracts insights into feature importance. Our experiments
show that incorporating covariates enhances event modelling, with
our model outperforming other baselines, and the modified versions
(RMTPP+, THP+) outperforming their original versions (RMTPP,
THP). The ablation study supports the consistency of our learned
feature importance ranking, highlighting the significant contribution
of top features and the minimal impact of less important ones. Our
proposed TransFeat-TPP effectively manages covariates and offers
deeper insights than other baselines. This work is a significant ad-
vancement in exploring interpretability in deep TPPs. For future in-
vestigations, we aim to delve further into the interpretability of deep
temporal point process models. Specifically, we plan to explore addi-
tional aspects, such as identifying which covariates influence specific
types of events and understanding the nature of their effects, for in-
sance, stimulation or inhibition. By addressing these aspects, we aim
to gain a more comprehensive understanding of the role of covariates
in temporal point process modelling.
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A Modified Model: RMTPP+ and THP+
In this section, we introduce the details of RMTPP+ and THP+.
Given the last hidden state hi−1, current event time ti, current event
type yi, and covariate xi, the original RMTPP takes the concatena-
tion of time and event type embeddings as the RNN’s input, while
RMTPP+ takes the input concatenated with an additional covariate
to generate the hidden state:

RMTPP : hi = RNN([ti, yi],hi−1),

RMTPP+ : hi = RNN([ti, yi,xi],hi−1).

Similarly, the original THP takes temporal embedding Z and type
embedding E as input only, while THP+ incorporates the additional
covariate embedding F as input:

THP : X = Z+E,

THP+ : X = Z+E+ F,

where Z, E, and F refer to the temporal, type, and covariate embed-
dings as described in Eq. (1).

B Synthetic Data
We simulate two synthetic covariate-TPP datasets: covariate inho-
mogeneous Poisson process and covariate Hawkes process. Each
of them has 1280 sequences, divided into training, validation and
testing sets with an 8:1:1 ratio. Note that we run each model un-
der different hidden state configurations: M = MV = MK =
[64, 128, 256, 512] with H̃ = H = 4, and report the best perfor-
mance. For the covariate inhomogeneous Poisson process, the inten-
sity is designed as:

λ(t) = wtxn,

where xn is the last covariate before t, and wt is the weight to trans-
form xn to λ(t). Additionally, the next event type is also related to
the covariate, which can be specified as:

vn+1 = wcxn︸ ︷︷ ︸
covariate effect

+
1

n

n∑
i=1

wτ (τi)︸ ︷︷ ︸
history affect

,

yn+1 =

{
0 if vn+1 ≤ ζ
1 if vn+1 > ζ

,

where vn+1 is the logit generated by current covariate and historical
information. τi = ti − ti−1 is the interval between two adjacent
events. The event type yn+1 is set to type 1 when vn+1 is larger than
a predefined threshold ζ, otherwise, it will be type 0. Note that the
weight wc is the ground-truth feature importance to be learned.

For the covariate Hawkes process, the covariate is also integrated
into the intensity function, which is designed as:

λ(t) = wtxn︸ ︷︷ ︸
covariate effect

+
∑
ti<t

α exp(−β(t− ti)),

where, for simplicity, we assume the baseline intensity depends on
the covariate and the triggering kernel is an exponential decay. The
event type simulation in the covariate Hawkes process follows the
same setting as the covariate inhomogeneous Poisson process. The
detailed summary of our synthetic datasets is provided in Table 4.

C Real Data
In this section, we present some statistics of the 2 public datasets:
PM2.5 and London car accident datasets.

C.1 PM2.5 dataset

In this section, we present the PM2.5 dataset, which includes air pol-
lutant recordings of PM2.5 concentration and meteorological data
from five cities in China. The dataset spans from 2010 to 2015, and
hourly meteorological records are considered as covariates that may
impact the generalization of air pollutant alerts. Specifically, air pol-
lutant alerts are triggered when the PM2.5 concentration exceeds a
certain threshold, which is the event of interest in our study. Fol-
lowing the EPA Victoria AirWatch standard, four types of events
are recognized: Fair Alert (PM2.5 rising to 25µg/m3 from a lower
value), Poor Alert (PM2.5 rising to 50µg/m3), Very Poor Alert
(PM2.5 rising to 100µg/m3), and Extremely Poor Alert (PM2.5 ris-
ing to 300µg/m3). We train different models for each city and split
the dataset into training (2010-2013), validation (2014), and testing
(2015) sets. The statistical information of each split for each city is
provided in Table 6.

C.1.1 Extra Results: Guangzhou, Shanghai Chengdu

This is the additional experiment about the PM2.5 Alert dataset,
presenting the results of other 3 cities: Shanghai, Chengdu and
Guangzhou. Similar conclusions can be drawn that, the enhanced
models (RMTPP+, THP+) outperform the original ones; and our pro-
posed TransFeat achieves competitive performance compared with
others.

C.2 London car accident dataset

The dataset utilized in this study originates from UK police forces
and encompasses records of vehicle collisions that took place in the
UK between 2005 and 2015. The primary focus of the investigation
is on car accidents occurring during the winter season in London.
Each sequence represents accidents that occur on a daily basis, and
their corresponding severity levels are indicated as markers. More
details are shown in Table 7. Besides, we incorporate the London
metgeroical data to investigate their correlation to car accident sever-
ity, which includes 9 features: cloud cover, sunshine, global radi-
ation, maximum temperature, minimum temperature, precipitation,
pressure and snow depth.

D Log-normal Mixture Model
In this section, we provide details about the log-normal mixture dis-
tribution of inter-event time in the decoder module. Specifically, we
define the log-normal mixture distribution as follows:

z1 ∼ GaussianMixture(w, s,µ),

z2 = az1 + b,

τ = exp(z2),

where the affine transformation z2 = az1 + b can facilitate better
initialization according to [29], and τ is the inter-event time. We need
to compute two outputs: (1) the log-likelihood, which is part of the
objective function; (2) the predicted next event time, which is the
expectation of our log-normal mixture distribution.

D.1 Log-likelihood

Given the historical information up to ti, we can obtain the la-
tent representation hi, and then we can compute the parameters:



Table 4: The statistics of two synthetic datasets are presented. We simulate covariate-based inhomogeneous Poisson processes and Hawkes
processes. Each dataset contains 1280 sequences. Details such as the number of events, sequence length and the percentage of various event
types are provided below.

DATASET SPLIT # OF EVENTS
SEQUENCE LENGTH EVENT TYPE

MAX MIN MEAN(STD) 0 1

INHOMOGENEOUS
TRAINING 26505 43 11 25.88(5.03) 52.59% 47.41%

VALIDATION 3259 40 13 25.46(5.35) 51.33% 48.67%
TEST 3275 37 16 25.59(4.51) 51.63% 48.37%

HAWKES
TRAINING 13692 75 1 13.37(11.74) 68.08% 31.92%

VALIDATION 1699 56 2 13.16(10.69) 70.87% 29.13%
TEST 1685 69 1 13.16(10.69) 70.92% 29.08%

Table 5: The covariates used in two real datasets. (a): Eight meteorological features in the PM2.5 dataset as covariates. (b): Nine meteorological
features in the London car accident dataset as covariates.

(a) Covariates in the PM2.5 dataset.

Feature Comment

PM2.5 PM2.5 Concentration (µg/m3)
DEWP Dew Point (Celsius Degree)
TEMP Temperature (Celsius Degree)
HUMI Humidity (%)
PRES Pressure (hPa)
IWS Cumulated Wind Speed (m/s)

PREC Hourly Precipitation (mm)
IPREC Cumulated Precipitation (mm)

(b) Covariates in the car accident dataset.

Feature Comment

cloud cover cloud cover measurement in oktas
sunshine sunshine measurement in hours (hrs)

global radiation irradiance measurement in Watt per square meter (W/m2)
max temp maximum temperature recorded in degrees Celsius (°C)
mean temp mean temperature in degrees Celsius (°C)
min temp minimum temperature recorded in degrees Celsius (°C)

precipitation precipitation measurement in millimeters (mm)
pressure pressure measurement in Pascals (Pa)

snow depth snow depth measurement in centimeters (cm)

{wi, si,µi}, so we can compute the probability density function of
τi+1 = ti+1 − ti:

log τi+1 − b

a
∼ GaussianMixture(wi, si,µi),

p(τ = τi+1) = fi(
log τi+1 − b

a
),

where fi is the probability density function of Gaussian mixture dis-
tribution with parameters: {wi, si,µi}. Therefore, the overall log-
likelihood can be computed as:

L =

L−1∑
i=0

log fi(
log τi+1 − b

a
).

D.2 Time prediction

To predict the next event’s timestamp, we need to compute the ex-
pectation of the log-normal mixture distribution. [29] provides an
analytical expression to compute this expectation value:

τ̄ =
∑
k

wk exp(aµk + b+
(ask)

2

2
).



Table 6: The statistics of the PM2.5 Alert dataset are presented, featuring six years of PM2.5 data from five cities. The training data includes
information from 2010, 2011, 2012, and 2013, while the validation set comprises 2014 data and the testing set contains 2015 data.

DATASET SPLIT # OF READINGS
EVENT % AVG INTERVALFAIR POOR VP EP

BEIJING
TRAINING 41756 27.28% 33.07% 32.83% 6.83% 11.61

VALIDATION 8661 27.27% 32.15% 34.65% 5.93% 11.52
TESTING 8630 33.57% 33.01% 26.74% 6.69% 12.24

SHENYANG
TRAINING 13774 31.43% 39.66% 26.99% 1.92% 8.12

VALIDATION 8393 27.65% 40.05% 30.33% 1.96% 7.81
TESTING 7906 33.54% 41.06% 22.33% 3.07% 9.28

SHANGHAI
TRAINING 25707 44.86% 37.76% 16.80% 0.58% 10.88

VALIDATION 8615 48.39% 37.00% 14.36% 0.25% 10.82
TESTING 8332 49.93% 38.54% 11.39% 0.13% 11.59

GUANGZHOU
TRAINING 23836 39.46% 41.47% 18.87% 0.20% 11.16

VALIDATION 8077 37.30% 46.34% 16.10% 0.26% 11.50
TESTING 8516 54.42% 36.58% 9.00% 0.00% 13.13

CHENGDU
TRAINING 20251 19.14% 46.01% 32.55% 2.31% 12.06

VALIDATION 8475 20.30% 49.47% 29.17% 1.05% 10.20
TESTING 8649 26.87% 47.18% 25.43% 0.52% 11.56

Table 7: The statistics of the London car accident dataset are presented, featuring 10 years of car accidents data from London during the winter
season. The training data includes information from 2005 2012, while the validation set comprises 2013 2014 and the testing set contains 2015
data.

DATASET SPLIT # OF READINGS
EVENT % AVG INTERVALFATAL MEDIUM SLIGHT

LONDON-CAR-ACCIDENT
TRAINING 26331 4.77% 32.34% 62.88% 53.2

VALIDATION 9212 3.28% 31.12% 65.60% 47.1
TESTING 4281 2.62% 34.48% 62.90% 48.9

Table 8: Experimental results on the other 3 cities: Guangzhou, Shanghai, Chengdu. It can be drawn the similar conclusions that, the enhanced
model, RMTPP+ and THP+, outperform the original models, proving that incorporating covariates can enhance the model’s predictive perfor-
mance. And our proposed TransFeat-TPP achieves the best performance in most cases.

MODEL
PM2.5-GUANGZHOU PM2.5-SHANGHAI CAR-ACCIDENT-CHENGDU

MODEL LOG-LL RMSE ACC F1 LOG-LL RMSE ACC F1 LOG-LL RMSE ACC F1

RMTPP -0.75 0. 22 61.55% 0.58 -1.87 0.34 57.75% 0.55 -4.58 1.31 55.50% 0.49
(0.010) (0.032) (0.009) (0.011) (0.029) (0.045) (0.012) (0.005) (0.028) (0.042) (0.018) (0.029)

RMTPP+ -0.74 0.21 65.78% 0.61 -1.90 0.32 65.24% 0.58 -4.66 1.26 63.40% 0.58
(0.015) (0.055) (0.018) (0.022) (0.020) (0.056) (0.011) (0.009) (0.095) (0.080) (0.054) (0.031)

RNNPP — 0.28 53.10% 0.5918 — 0.38 0.61 65.89% — 1.13 0.68 0.68
— (0.010) (0.015) (0.015) — (0.022) (0.020) (0.021) — (0.012) (0.016) (0.019)

THP -0.49 0.22 58.90% 0.55 -2.68 0.27 0.54 57.76% -4.12 1.20 60.03% 0.56
(0.051) (0.098) (0.017) (0.078) (0.097) (0.010) (0.043) (0.014) (0.069) (0.050) (0.044) (0.050)

THP+ -0.38 0.19 61.32% 0.58 -2.51 0.28 59.90% 0.54 -4.32 1.07 65.03% 0.63
(0.069) (0.085) (0.023) (0.085) (0.120) (0.031) (0.031) (0.071) (0.042) (0.013) (0.051) (0.039)

TRANSFEAT
-0.29 0.23 64.89% 0.63 -1.20 0.17 68.39% 0.64 -3.10 0.97 71.33% 0.72

(0.055) (0.049) (0.081) (0.082) (0.088) (0.031) (0.059) (0.010) (0.054) (0.043) (0.037) (0.046)
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